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Multi-core systems

How To:

Deploy the application to the platform

Decide number of processors to use?

Allocate tasks to processors and schedule them
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Application Model
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Edges : Precedence relationsannotated with execution time
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Solution space is large
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Deployment problem

How to:
find optimal solutions in exponential design space.

model complex hardware which has Processors, Network, DMA

evaluate multiple criteria
Latency
Memory used
Processors used
...
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Model of Computation

Synchronous Dataflow graphs (SDF)
by Edward Lee and David Messerschmitt in 1987

represents Streaming Applications

Computation

Input output
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Split-Join Graphs
we use split-join graphs : restriction of SDF

still covering perhaps 90% of use cases in the literature

a simple example:

A B C
α 1/α

α : spawn and split

1/α: wait and join

A0

B1

B0

. . .

Bα−1

C0
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Restrictions compared to general SDF

Split-join does not support:

Stateful actors

Non-proportional rates

Initial tokens and cyclic paths

A B

2 3
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SATisfiability solver (SAT / SMT)

Boolean variables
in0, in1, in2 ...
out0, out1, out2 ...

Constraints
out0 = in0 ∨ in1 ⊕ in2 ...

SAT solver

variables

constraints

out0 = true
&

out1 = true
UNSAT

out0 = false
&

out1 = true
SAT

in0 = true,
in1 = false, ...
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Encoding deployment with constraints

A0

B1

B0

B2

B3

C0

Task Graph

Actor A B C
Tasks A0 B0 B1 B2 B3 C0

Description Variables

Start time xA0 xB0 xB1 xB2 xB3 xC0

Allocated proc. pA0 pB0 pB1 pB2 pB3 pC0

Duration dA dB dC

Precedence Constraints
xB0 ≥ (xA0 + dA)

Mutual Exclusion Constraints
if (pB1 = pB2) then

xB1 ≥ (xB2 + dB) ∨ xB2 ≥ (xB1 + dB)

Latency Cost
Latency = (xC0 + dC)
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Multi-criteria Problem
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Distributed memory scheduling

So far we ignored the communication costs

For distributed memory, communication needs to be modeled
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The problem?

Which cluster to allocate?

Which processor to allocate?

Connected tasks in same or different cluster?

Communicating tasks if to be added, which DMA?

And the constraints
Precedence

Mutual Exclusion

Costs

For 10 tasks, 256 processors,

1.20892582× 1024 potential solutions!
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Split the problem into sub-problems.
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An example application graph:
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JPEG Decoder Example
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JPEG Decoder Example

JPEG decoder latency measured on Kalray platform
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Lessons learnt from SMT solver
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Conclusions and Future Work

Conclusions:

Symmetry elimination finds better solutions

Combined Optimization with Communication modeling

Automated design flow for distributed memory
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