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Abstract. We consider semantics of infinite-state programs, both prob-
abilistic and nondeterministic, as expectation functions: for any set of
states A, we associate to each program point a function mapping each
state to its expectation of starting a trace reaching A. We then compute
a safe upper approximation of these functions using abstract interpreta-
tion. This computation takes place in an abstract domain of extended
Gaussian (normal) distributions.

Category: 1 (new results)

1 Introduction

Much progress has been made recently on the model-checking of probabilistic
and nondeterministic systems, considered as Markov decision processes [5l[10,
7]. These methods, however, consider finite-state processes. For infinite state
processes, one can either approximate them using finite-state processes, or use
a symbolic approximation. In this paper, we take the latter approach.

1.1 Contribution

We propose a symbolic method for computing a safe upper-bound on the prob-
ability of a certain set of events occuring in the set of traces of the analyzed
program. Our analysis method is set in the general framework of abstract in-
terpretation [4] of probabilistic programs using expectation functions [14]. This
analysis method approximates expectation functions from above using Gaus-
sian extended (n-dimensional) distributions . The kind of results that can be
established using this analysis is as follows:

Vi Ex(x) < aexp(—Q(z — x))

where F 4(x) notes the expectation of reaching a state in A from an initial state
(a vector of real numbers representing the values of the various variables) and @ is
a positive quadratic form. This result is achieved through an over-approximation
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of the value iteration sequence associated with the Markov decision process [15]
using widening operators to force convergence [4].

This result is sound, meaning that the bound that is obtained is necessarily
true (although not optimal in general). The algorithms used are mostly standard
numerical analysis, enabling the use of standard (bi)linear algebra packages such
as Matlab or libraries such as Lapack [1].

1.2 Comparison with other works

The field of probabilistic model checking has developed considerably during the
last few years. Some tools [5] are now available ; they use sophisticated algorithms
on compact symbolic representations of vectors in [0, 1]V where N is the number
of states. On the other hand, these tools are unable to work directly on computer
programs, which have infinite or at least very large state spaces (a system with
forty 32-bit variables has about 10384 states); they need a preliminary step of
(mostly manual) abstraction into a finite model.

In an earlier paper [14], we proposed a static analysis method for probabilis-
tic and nondeterministic programs. That method used an abstract domain of
step functions, that is, linear combinations of characteristic functions of basic
elements. Those basic elements are taken in an abstract domain suitable for non-
probabilistic analysis. That analysis method tends to perform well on the “big
mass” of distributions, but gives overly coarse approximations of the “tails” of
the expectation functions: they are uniformly bounded by a constant, whereas
we would like to see them bounded by some function that is negligible far away.

We also proposed a method combining Monte-Carlo sampling and non-pro-
babilistic abstract interpretation [12]. That method considers a slightly different
semantics and achieves results that are valid only up to a confidence interval; it
can become prohibitively expensive if the probability to be bounded with good
relative accuracy is small. It is however possible to use analyses such as the one
described in this paper to fine-tune the number of samples needed in different
regions by the Monte-Carlo analysis.

1.3 Structure of the paper

In section 2] we shall explain briefly our notion of backward probabilistic abstract
interpretation [12]. In section Bl we shall see the abstract domain of extended
Gaussian distributions. In section M, we shall see a few mathematical facts on
second-degree polynomials and positive quadratic forms, as well as some effective
algorithms.

2 Backwards probabilistic abstract interpretation

With respect to probabilistic program semantics, one has the choice between for-
ward denotational semantics [8[)TT], backward denotational semantics [14] and
small-step operational semantics (Markov decision processes) [I3, ch. 7,8]. The
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Fig.1. An extended Gaussian distribution. Its matrix is (% ¢) in the orthog-
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analysis method described in this paper applies both to backward denotational
semantics and backward small-step operational semantics. However, for the sake
of brevity, we shall explain it using denotational semantics.

2.1 Concrete semantics

We shall begin by giving the concrete semantics, that is, the precise semantics
of the programs to be analyzed.

In his seminal papers [8/9], Kozen introduced semantics of probabilistic pro-
grams as continuous linear operators on measure spaces. These semantics are
forward, since they map the input probability distribution (measure) of the pro-
gram to its output distribution. Using a linear duality relation, we obtained a
backward probabilistic semantics operating on measurable functions [14]. This
semantics is easily lifted to nondeterministic and probabilistic programs, which
take choices, some of which according to a known probability distribution and
the others in a certain known domain. We recall here this semantics in a com-
positional fashion.

[H]; is the semantics of program construct H. If the environment (vector of
variables, registers, heap...) before H is taken in the set X and after H taken in
Y, then [[H]]; is a function from Y —easurable [0, 1] t0 X —measurable [0, 1]. This
function is upper-continuous (the image of the limit of an ascending sequence
is the limit of the images) and, when H does not include nondeterministic con-
structs, it is linear.

Sequence Straightforward composition:
[e1;ea]y, = [ea];, o [e]}- (1)

Tests Ryy is the linear operator mapping a function f to its pointwise product
with the characteristic function of W. Then

[if ¢ then €1 else es], = Ry, o [er]), + Ry ;e © [e2]; (2)



Loops 1lfp?¥ is the least fixpoint of ¥. Since ¥ is upper-continuous, lfp =
Un?™(0). Then

[while ¢ do e]y.fo = Ry e 1p (f— fo+ Ry 0 [el(f)) (3)

This equation is the denotational version of the definition of the value of a
Markov decision process using value iteration [I5] §7.2.4].
Deterministic operations These are operations such as arithmetic, fetching
data etc...
[B]}.-f = f o [H] (4)
where [H] is the denotational semantics of the deterministic operation H,
mapping each input to the operation to the corresponding output.
Random generation The operation takes an environment (vector of variables)
z and appends to it a random value r taken according to the random distri-
bution pg.

([ :=randon]. f)(z) = / £ ) dun(r) (5)

Nondeterministic generation The operation takes an environment (vector
of variables) z and appends to it a variable y nondeterministically chosen
inY.

([r:=nondeterministic]y.f)(x) = sup f(x,y) (6)
yey

2.2 Abstract interpretation

Following [14], we associate an abstract semantics [H ]]1*)ii to any program con-
struct H. This semantics is linked to the concrete one by the abstraction relation :

VI F < = [H]Lf < [H]f, (7)

using the pointwise ordering.

We shall restrict the abstract computations to a certain family of functions
taken in an abstract domain. We shall introduce a domain of extended Gaussian
distributions in section [Bl

The domain should implement some elementary abstract operations:

— abstract counterparts of the semantics of deterministic operations, nonde-
terministic generation, probabilistic generation

— an abstraction +# of the + operator

— an abstraction Rﬁc]] of Ry for any boolean condition ¢ (such as a comparison

between two variables)
— an abstraction of the U (least upper bound operator):

ALt gh > (8)
fiut gt > gt 9)

— a widening operator V:



o for all f* and g¢f, f¥Vg! is greater than f¥ and g
e for any sequence vf, and any ug, the sequence defined by ui 1= uf Vol
is ultimately stationary.

The widening operator V is a kind of convergence accelerator for fixpoint
iterations [4] §4.3]. Let us suppose we have a concrete function ¥ and its abstract
counterpart ¥¥#. We wish to obtain an abstraction (upper approximation) of
Ifp ¥ (the least fixpoint of ¥). lfp ¥ is the limit of the sequence (f,)nen defined
by fo = 0 and f,41 = ¥f,. Let us now consider the sequence fg = 0 and
f,ﬂL 1= f}{vu‘/ﬁ ft. Obviously, f, < f! for any n. Furthermore, f,ﬁl is ultimately
stationary. Its limit L* is therefore an upper bound on lfp ¥ = lim,, ., f%. Let
us note it lfp‘j vt

The abstract semantics is obtained by replacing each elementary operation
in the definition of the concrete semantics (§2.1) by its abstract counterpart.

3 Extended Gaussian distributions

We shall now describe the domain of extended Gaussian distributions (Fig. [I).

3.1 Construction
We shall first describe the form of the functions making up the abstract domain.

Definition 1. Let E be a finite dimensional real vector space. Let us consider a
positive quadratic form @ and a linear form L over E such that ker QQ C ker L.
qo 158 a real number. The function

E — R+
v — exp(—Q(v) + L(v) + qo)

is called an extended Gaussian distribution. It shall be noted G 1.4, -

Proposition 1. Let ¢ : v — exp(—Q(v) + Lv + q) be an extended Gaussian
distribution over an euclidean space E. Then there exists an orthonormal ba-
sis (Vi)1<1<n, @ positive real number K, coefficients (A\;)1<1<n and coordinates
(pi)1<i<n such that

¢ (Z in’vi) = Kexp (- Z Ai(x; — pz‘)2> -

The point P, whose coordinates in the basis (v;)1<1<n are (Pi)i<i<n, 5 called
the center of the distribution.



3.2 Least upper bound and widening

Let (Q1,L1,q1) and (Q2, L2, q2) be two extended Gaussian distributions. We
wish to get a common upper bound for them.

Let us note that, in general, there is no least upper bound in Gaussian distri-
butions, even when the Gaussians are centered and unscaled: two ellipses with
a common center do not necessarily have a least upper bound.

We define the extended Gaussian distribution (Q1,L1,q1) U (Q2, Lo, q2) as
follows. Since (Q; and @, are positive, we diagonalize them in the same base
(vi)i<1<n (theorem[). Then Q1 (3", z;v;) = > Nz? and Q2(X, ziv;) = Y pix?.
Let us write the linear forms L and Lo in this basis: L1 (}_, z;v;) = Y oyz; and
Lo(32; zivi) = 3 Bii.

Let o; and 7; be partitions of ¢; and ¢ respectively (3,0 = ¢y and ), 7 =
q2). We can take o; = g1 /n and 7; = ¢2/n.

Let a; X2 +b;X +¢; = (NX2+ ;X +0) N (1 X? + 3:.X + 7;) (as defined
in §4.T]).

Let Q(Zz l‘i’l)i) = Zi aixf, L(Zl 177’1)1) = Zi bll’7 and q = Zi C;.

Let us check that ker @ C ker L. Since ker ) is the isotropic cone of @) and
the v; form a diagonal basis for Q, it follows that a subset of the v; form a basis
of ker Q. For any index ¢ such that v; is in that basis, a; = 0; since we exclude
polynomials of degree one (ker @ C ker L), b; must also be null.

by construction, so v; € ker L.

We define

(Q1,L1,q1) U(Q2,L2,q2) = (Q, L, q). (10)

Let us remark that
dim ker > max(dim ker @1, dim ker Q)5) (11)

since for all ¢ such that \; =0 or yu; =0, a; = 0.

We define the widening operator similarly, except that this time we need to
ensure convergence of the ascending sequences u, 1 = u, Vv,. We shall modify
the least upper bound operator in two respects to obtain the widening operator:

1. Intuitively, when a; < JA;, this means that along that particular vector v,
the Gaussian gets flatter and flatter. The natural widening is to upper-
approximate it by a flat line. In this case, we take a} = b} = 0 and

_p2
¢, = min(a;2* + bz + ¢) = v +ec. (12)
T a
2. If all a; = 0 and c is still decreasing, we take the last resort of removing all
constraints.

The convergence of the method is ensured by the fact that whenever step [
is applied, dimker @) strictly increases. Since in non-widening steps, dim ker Q)
increases or stays constant, it follows that at most dim E step [lmay be applied.
After this, the a; stay constant. The only way the sequence can still go on
ascending is by an increase in c¢. Then step [2l ensures termination.



3.3 Random generators

Let us recall Equ. [l the backwards operation associated with p = random where
p is a fresh real variable

g = [p=random];.f = v / f(v+ze)dur(z) (13)

where e is an additional basis vector corresponding to the fresh variable p and pg
is the distribution of the new variable. If 11 is given by the Gaussian exp(—(Az2+
c1)), and f is given by (@, L, ¢), then

g(v) = /‘_t:o exp (—(Q('u + ze) + L(v + ze) + ¢ + Az + cl)) dx

1 ., 1, Le)? 1 ™

—ew | - | Q@) - L@ e+ L) - —Q (w,e)Le) bet e — L Ligg T
4o 2a Pi¥eY 2 a
Q' (v) L' (v) !

(14)

Because of the definition of g as the integral of a bounded function versus a
measure of finite total weight, g is bounded; thus @ is positive and ker L C ker Q.

3.4 Linear operations

We shall deal here with program statements such as v, := Zz o;v; and more
generally any linear transformation M where the vector of variables V' after
the instruction is M.V where V is the vector of variable before the instruction.
Following Equ. @

[[V:=M.V]];.f:foM (15)

and thus (Q', L', ¢) = ("M QM, LM, c).

3.5 Other operations

We shall approximate other operations by releasing all constraints on the vari-
ables affected by them: forgetting variable in set V' is achieved as follows:

— g, =q;ifi¢gVandj¢V,q ;=0 otherwise;

It is quite obvious that if f : E +— E leaves all coordinates outside of V intact,
Gqg,L,q °f <G 1 ,q, PoOint-wise.

4 Mathematical facts

We shall see now a few mathematical points on second-degree polynomials and
positive quadratic forms.



4.1 Parabolas

Let Pi(z) = a12% + b1z + ¢1 and Py(x) = agx? + baw + co. Let us find a quadric
polynomial P3(z) = azx? + bzx + c3 less than P; and P. Obviously, az must be
less than both a; and aso, else Ps is above P; or P, near too.

Let us first suppose that neither P; < P, nor P, < P; pointwise, since those
cases have an obvious solution. Let us remark that this condition holds if and
only if P; and P, intersect, that is, when discr(P; — P;) > 0 — discr(az? +bx +c)
is the discriminant b% — 4ac.

Let us note that there is in general no “greatest lower bound” among quadratic
polynomials. The first choice, an arbitrary one, will thus be of any positive as
less than a; and as.

We choose P; to be tangent to both P, and P». This means that P; — P; and
P} — P/ have a common root (resp. for P; — P, and P — Pj). This is equivalent
to P3 — P, and P, — P; each having a double root. That property is ensured by
the conditions on the discriminants of the polynomials: discr(P; — P;) = 0 and
discr(Ps — P2) = 0, that is:

(bg — b1)2 = 4(&3 — al)(c;), — Cl) (16)
(bg — b2)2 = 4((13 — ag)(03 — 02) (17)

Let us suppose for now that a; > as. Solving this 2-unknown, 2-equation
system yields:

—asby + az(by — ba) + arby £ VA
a; — as

A = (a1 — a3)(—ag 4+ a3)(— (b1 — b2)* + 4(ay — as)(c1 — ¢2)) (19)

b = (18)

There are two solutions for this system, which means that for any choice of
as, there are two polynomials Ps corresponding to two parabolas tangent to both
P, and P,. We wish Pj to be pointwise less than P; and Ps, but we would prefer
it not to be too “low”; f01lr7 this reason, between the two choices, we choose the

3

one for which inf P; = — e is maximal and thus b3 is minimal. Since a; > as,

this means that we choose

—ashy + a3(b1 — b2) + a1by — \/Z

by = 20
3 pa— (20)
(b3 — b1)?
= - 21
C3 Cl+4(a3_a1) ( )
The case a1 < as is treated mutatis mutandis.
Let us now treat a; = ag, which is a degenerate case.
b1 + b2 (al —a3)(cl — ¢2)
= -9 22
bs 2 bl — b2 (22)
bs — b1)?
¢ = e 4+ L2 b) (23)

4(az —ar)
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Fig. 2. An example of common lower bounds in quadratic polynomials (P and
P; for Py and P»).

1.4 Pi(z)=2>—2x+1

Py(x) = 0.952% — 22+ 0.8
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Fig. 3. The Gaussians corresponding to the preceding figure. Note that while
the central part is grossly overestimated (and truncated in the figure), the tails
are finely approximated.



4.2 Positive quadratic forms

Extended gaussian distributions are defined using positive quadratic forms. An
eigenvalue of zero along an axis indicates that there is no Gaussian constraint
along that axis; this is the case, for instance, if this axis corresponds to a variable
chosen according to a non-Gaussian distribution.

Basic facts

Definition 2 ((Positive) quadratic forms). 4 quadratic form @ on a real
vector space E is defined by a bilinear symmetric function Q* (called its polar
form) from E x E to R. We note Q(x) = Q*(x,z). A positive quadratic form @
is such that for all x in E, Q(x) > 0.

Lemma 1. Let E be a vector space. Let Q be a quadratic form over E. Let F
be a finite dimensional subspace of E so that F'NIso Q = {0}. Then F has an
orthonormal basis with respect to Q.

Common diagonalization We shall often have to consider two different quadratic
forms at the same time. It is then very useful to consider both of them in the
same orthogonal basis. The following theorem guarantees that it is possible pro-
vided at least one of the quadratic forms is positive definite (or negative defi-
nite) [2 th. I11.3.1]:

Theorem 1. Let E be a finite dimensional vector space. Let Q1 be a quadratic
form over E and Q2 be a positive definite (or negative definite) quadratic form
over E. Then there exists a base where both Q1 and Q2 are diagonal.

We shall suppose that we have implementations of certain numerical algo-
rithms (algorithms [ [2 B]). Those are available in the general literature as well
as free and commercial software [6].

Algorithm 1 QUADDIAGO, diagonalize a symmetric matrix in an orthonormal

basis

Require: M a symmetric matrix

Ensure: [P, D] where D is a diagonal matrix and P is an orthogonal matrix such that
M = PDP .

Algorithm 2 ORTH, get an orthnormal basis of the image space of a matrix

Require: M a matrix
Ensure: B such that Im B = Im M and its columns form an orthonormal free family




Algorithm 3 NULL, get an orthnormal basis of the null space of a matrix

Require: M a matrix
Ensure: B such that Im B = ker M its columns form an orthonormal free family

Algorithm 4 QuabpDiaGl, common diagonalization of a quadratic form and a
positive definite quadratic form

Require: [Q1,Q2] where Q1 a symmetric matrix, Q2 a positive definite symmetric
matrix
Ensure: [P, I,d, D1] where P is an invertible matrix, I its inverse, d = det P, D1 is a
diagonal matrices such that Q1 = T D11 and Q2 = I
[Pz, D2] < QUADDIAGO[Q-]
7 D2—1 /2
H— PZ
G — 'H Q:H
[P1, D1] < QuADDIAGO[G]
I—"'P /Dy 'P,
P—PZP
d«— detZ

Unfortunately, in our case, we have to handle quadratic forms that have
isotropic vectors. On the other hand, we only consider positive forms, and we
thus have a theorem:

Theorem 2. Let E be a finite dimensional vector space. Let n be dim E. Let
Q1 and Qo be two positive quadratic forms over E. Then there exists a base
(e:)1<i<n where both Q1 and Q2 are diagonal, that is, there exist two families
real numbers (A\;)1<i<n and (p;)1<i<n S0 that

Ql <Z Oéi€i> = Z)\za? (24)
Q2 <Z aiei> = Zma?- (25)

Let us now develop an effective algorithm for this theorem (Alg. Bl). For
effectiveness reasons, we choose F' to be the orthogonal of ker Q1 N ker Q)2 for
the canonic dot product. Since ker Q; Nker @3 = Im Q1 + Im Q2 we obtain
an orthonormal basis of F' by orthogonalizing a generating family of Im )
(the columns of @1), extending that basis to an orthonormal basis of Im @1 +
Im Q2 using a generating family of Im @2 (the columns of @2). We then have
an orthonormal basis of F', which can be extended to a basis B of R™ using a
generating family of R (the canonical basis).

We consider both quadratic forms (1 and Q)2 on that basis B. Their matrices
are of the form

Qi="BQiB= (%2 8) (26)



where @} and QY are square matrices of size dim F. We diagonalize @} with
respect to the definite positive matrix Q) + @5 and output the results with
respect to the right bases.

Algorithm 5 QuADDIAG2, common diagonalization of two positive quadratic
forms
Require: @1 and Q2 two positive symmetric matrices
Ensure: [P,1,d, D1, D;] where P is an invertible matrix, I its inverse, d = det P, D
and D, two diagonal matrices such that Q1 = I D11 and Q2 = I DoI
F — OrrH[( Q1 Q2)]
K — NuLL [(83)]
[P',I',d, D] «— QUADDIAGL('F Q1 F, 'F (Q1 + Q2)F)
Dy (%59)
e (761
P—(rrP K)

T ()

5 Conclusions

We presented an abstract domain for the backwards abstract interpretation of
probabilistic programs, with a view to representing exactly the properties of
programs using normally distributed generators.

As shown in Fig. Bl this analysis yields coarse results in the center of the
functions; on the other hand, it leads to very precise results in the tails of the
distribution. It therefore seems desirable to use it as a way to bound the influ-
ence of the tails of the random generators while using other methods, including
abstract Monte-Carlo [12], for the center of the distribution.

The main problem with this domain is that it does not interact well with
precise bounds, obtained for instance with a test with respect to an interval. A
possible direction of research is an abstract domain covering both precise bounds
and Gaussian bounds.

An application of this Gaussian analysis could be the study of the propagation
of computational inaccuracies introduced by floating-point arithmetics, modeled
by random choices™ We hope to contribute to that recently opened field [16] of
abstract interpretation applied to round-off errors.
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