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Multi-core systems
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Deploy the application to the platform

Decide number of processors to use?

Allocate tasks to processors and schedule them
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Solution space is large
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Deployment problem

The difficultly in the deployment is that the design space is exponential

One needs to model complex hardware : Processors, Network, DMA

Multiple Evaluation Criteria
Latency
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Research Questions

How to:
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model the hardware (Processors, Network, DMA)

Optimize deployment while dealing with design space explosion
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Model of Computation

Synchronous Dataflow graphs (SDF)
by Edward Lee and David Messerschmitt in 1987
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Split-Join Graphs
we use split-join graphs : restriction of SDF

still covering perhaps 90% of use cases in the literature

a simple example:

A B C
α 1/α

α : spawn and split

1/α: wait and join

A0

B1

B0

. . .

Bα−1

C0
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Restrictions compared to general SDF

Split-join does not support:

Stateful actors

Non-proportional rates

Initial tokens and cyclic paths
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SATisfiability solver (SAT / SMT)

Boolean variables
in0, in1, in2 ...
out0, out1, out2 ...

Constraints
out0 = in0 ∨ in1 ⊕ in2 ...
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out1 = true
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in0 = true,
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Encoding deployment with constraints

A0

B1

B0

B2

B3

C0

Task Graph

Actor A B C
Tasks A0 B0 B1 B2 B3 C0

Description Variables

Start time xA0 xB0 xB1 xB2 xB3 xC0

Allocated proc. pA0 pB0 pB1 pB2 pB3 pC0

Duration dA dB dC

Precedence Constraints
xB0 ≥ (xA0 + dA)

Mutual Exclusion Constraints
if (pB1 = pB2) then

xB1 ≥ (xB2 + dB) ∨ xB2 ≥ (xB1 + dB)

Latency Cost
Latency = (xC0 + dC)
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Distributed memory scheduling

So far we ignored the communication costs

For distributed memory, communication needs to be modeled
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Scheduling of Tasks and Communication is not trivial.
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JPEG Decoder Example
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Our Framework

StreamExplorer

Written in Java

32k+ lines of Code.

Runtime
Written in C++

14k+ lines of Code.
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Split-Join Graphs

Hypothesis supported by StreamIt:1

Total 763 actors analyzed in various applications
94% are stateless
6% are stateful

45% have states due to algorithm
55% have avoidable states

Odd rates exists but are rare
CD-DAT benchmark used as an example
Converts CD audio (44.1 kHz) to digital audio tape (48 kHz)

[1] W. Thies and S. Amarasinghe. “An Empirical Characterization of Stream Programs and Its Implications for Language and Compiler

Design”. In: PACT. 2010

Tendulkar Mapping/scheduling for many-core 2 / 20



SDF and Split Join graphs Symmetry Breaking Design Flow Details DMA transfer granularity Run-time Management

Overview

8 SDF and Split Join graphs

9 Symmetry Breaking

10 Design Flow Details

11 DMA transfer granularity

12 Run-time Management

Tendulkar Mapping/scheduling for many-core 3 / 20



SDF and Split Join graphs Symmetry Breaking Design Flow Details DMA transfer granularity Run-time Management

Proof Sketch

Tendulkar Mapping/scheduling for many-core 4 / 20



SDF and Split Join graphs Symmetry Breaking Design Flow Details DMA transfer granularity Run-time Management

Proof Sketch

Tendulkar Mapping/scheduling for many-core 4 / 20



SDF and Split Join graphs Symmetry Breaking Design Flow Details DMA transfer granularity Run-time Management

Proof Sketch

take successor [ j ]

by definition there exist j + 1 same or earlier successors

their original predecessors finish before successor [ j ]:
j + 1 predecessors finish before, hence the earliest j + 1 ones as well
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Design Flow

Application
Graph

Partitioning

estimated
comm. cost

max workload
per group

#groups

(3D Pareto solutions)

Placement

communication costminimal solution

Multi-cluster
Scheduling

(2D Pareto solutions)

comm.
buffer size

latency
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Buffering Algorithm

For architectures with DMA and limited local memory

Time

Output
Transfer

Computation

Input
Transfer

idle

prefetch0

compute0

writeback0

prefetch1

compute1 compute2 idle

prefetch2

writeback1 writeback2

Prologue

Epilogue
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Data transfer granularity

Transfer Granularity less than optimal

Prologue

Epilogue

Time

Output
Transfer

Computation

Input
Transfer

prefetch0 prefetch1 prefetch2 prefetch3 prefetch4 prefetch5

idle compute0 compute1 compute2 compute3 compute4 compute5 idle

writeback0 writeback1 writeback2 writeback3 writeback4 writeback5

Transfer Granularity greater than optimal

Prologue

Epilogue

Time

Output
Transfer

Computation

Input
Transfer

idle compute0 compute1 compute2 idle

prefetch0 prefetch1 prefetch2

writeback0 writeback1 writeback2
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Data transfer granularity

Additional complexity with multiple processors
Prologue

Epilogue

Time

Output
Transfer

Proc0

Proc1

Proc2

Input
Transfer

b0, b1, b2 b3, b4, b5 b6, b7, b8

idle b2 b5 b8

idle b1 b4 b7

idle b0 b3 b6

b0, b1, b2 b3, b4, b5 b6, b7, b8
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DMA transfer granularity optimization

Transfer
/ computation
time per block

block
size

C(s)

I

T1(s)

Transfer
Domain

Computation
Domain

s∗1

I

Tp(s)

s∗p
local mem.

size

Total Exec
time

s

ν(s)

s∗

Transfer
Regime

Computation Regime

Transfer
Domain

Computation
Domain
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Experimental Evaluation

Characterization of DMA of IBM Cell B.E.:
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Experimental Evaluation

Synthetic Application Benchmark:
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The context

App1

App2

App3
App4

Multiple configurations for each application

Applications start / stop dynamically

How to:
select a configuration for each application?
re-configure the applications?
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CompSoC platform

µB dmemimem

cmem
in DMA

cmem
outTile1

CompOSe

Tile2 cmem
in DMA

cmem
out

µB dmemimem

CompOSe

Æthereal NoC

Features:

CompOSe real-time operating system
Predictable Æthereal network-on-chip
TDM application scheduling for composability
composable: The changes in an application don’t affect other
running applications
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Resource Manager conceptual view

System RM

Application
RM

Application
RM

R
un

-ti
m

e
re

so
ur

ce
m

an
ag

er

Application start/stop request

Resource manager Design:

System RM : takes re-configuration decisions
Application RM : implements re-configuration decisions
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Resource Manager on the platform

Tile1 Tile2 Tile3

Application
RM (slave)

Application
RM (master)

Application
RM (slave)

System RM

Application
RM (slave)

Application
RM (master)

Application
RM (slave)

ÆtherealNOC

Resource manager Implementation:

System RM: is a separate application
Application RM:

organized in master-slave(s) configuration
is a part of user application
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Experiment with JPEG Decoder

Steps for Re-configuration:

1. Instruct application RM to reconfigure

2. Request removal of application from TDM

3. Remove application from TDM and ack.

4. Resize TDM allocation

5. Add new FIFO(s)

6. Remove old FIFO(s)

7. Add application to TDM

8. Inform system RM about completion
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