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Abstract. Inthis paper we propose a complete chain for synthesizing controllers
from high-level specifications. From real-time properties expresséukitogic

MTL we generate, under bounded-variability assumptideserministictimed
automata to which we apply safety synthesis algorithms to derive a conttadter
satisfies the properties by construction. Some preliminary experimessialts

are reported.

1 Introduction

The problem of synthesizing controllers automaticallynirbigh-level specifications
has been posed by Church [Chu63] and solved theoreticallgilghi and Landwe-
ber [BL69,TB73]. Although the topic has been subject toHart more modern, in-
vestigations, synthesis has not enjoyed the passage freonytho practice as did the
similar and simpler problem of verification, mostly due te tiractical complexity of
the proposed algorithms. Recently some improvements haga made for untimed
[PPS06,PP06] and timed [CDYB5] systems, that led to the synthesis of some non triv-
ial controllers. This work is a further step in this directiovhich attempts to give a
general feasible solution for the following problem:

Given a bounded-response temporal propestglefined over two distinct action
alphabetsA and B (encoded using mutually-disjoint sets of propositionaiatales),
build a finite-state transducer (controller) frorr’ to B« such that all of its behaviors
satisfy at all positions.

The controller in question is realized by an automaton thaeoves what the envi-
ronment does (somee< A), changes its state accordingly and outputs sbrme3. The
whole situation can be viewed as a two-player zero-sum gaetweden the controller
and its environment where one seeks a winning strategy écdhntroller (see [M07]
for a unified game-theoretic model). Unlike other approacfa example those used in
the control of discrete event systems [RW89] or our previoagkjMPS95,AMP95],
we do not start with a given “plant” or “arena” in a form of ansition system and an
acceptance/winning condition expressed in terms of itest®ur starting point, like in
[PR89], is a temporal logic formula which specifies consitison the behaviors of the



players as well as desired properties of their interactitence the first step in the syn-
thesis procedure is to derive the automaftom the formulaand then apply synthesis
algorithms to this automaton.

A major difficulty in such a procedure stems for the fact thattbesis algorithms
are more naturally defined overput-deterministicautomata, or, to be more precise,
over automata where each non-deterministic choice camambiguouslattributed to
one of the two players. In such automata each joint choicaefwo players induces
only one transition from every statdn contrast, the commonly-used procedures for
translating temporal logic formulae go through non-detaistic automata whose de-
terminization leads to automata of prohibitively-largeesiAnother obstacle toward the
efficient realization of synthesis algorithms is the faetttthe acceptance conditions in
the generated automata require a complicated fixed-pompuatation in order to find
the winning states and strategies.

In this work we avoid some of these problems by restrictingatiention tdoounded-
responsegroperties which are known to be equivalent to safety pitoggerThese prop-
erties represent a large part of what users are interes{edpecially in hard real-time
systems) and lead to automata with simpler acceptancetamrsl{just avoid bad states)
and hence to a simpler synthesis procedure. Concerningnifted scope of bounded-
response properties compared to more getieeiesgproperties, we can make the fol-
lowing comments. Liveness properties typically specifynsthing that should “eventu-
ally” happen without specifying an upper bound on the timel&pse between now and
that eventuality. Obviously, liveness properties can lgsved as an abstraction of the
real specification which requires not only that some respaneventually forthcoming
(which is often useless by itself), but also providesugper boundon the maximal
delay on the arrival of the response. In some cases, the umécbfabstractions may
be justified on various grounds. However, we hope to convinegeader that, in many
other cases, the synthesis from bounded-response pexpiartiery relevant and prefer-
able and can be carried out efficiently for non-trivial peshk. For such cases, why
settle for an abstraction when you can work directly withghecise specification?

The main contribution of this paper is an efficient machingérgt allows one to
synthesize controllers automatically from specificatierpressed using the real-time
temporal logic MTL [Koy90], often interpreted of the timemainRR ;. Our first contri-
bution is a transformation of such formulae, undeunded variability assumptiorie
deterministidcimed automata. This detrminization is of particular iedras it is based
on transforming the formula into @astformula and then applying the ideas presented
in [MNPO5]. The obtained automaton is then interpreted amead game automaton
[MPS95,AMP95] to which we apply a synthesis algorithm tongethe controller.

The rest of the paper is organized as follows: Section 2 ptesbe syntax and se-
mantics of the bounded-response fragment1of . Section 3 shows how to translate
future boundeduTL formulae into past formulae and deterministic timed aut@ma
Section 4 reports some preliminary experiments in syntirggan arbiter from its spec-

4 A notable exception is the case where the controller has limited observabititthas, after
observing a sequence of adversary actions it may find itself in onevefaestates and its
chosen action should be good with respediltahese states. In this case, the nondeterminism
plays in favor of the adversary.



ifications, while Section 5 mentions ongoing and future ®éfdéo improve the perfor-
mance.

2 Signals and their Bounded Temporal Logic

Timed behaviors can be described using eitirae-event sequencesnsisting of in-
stantaneous events separated by time durations or diseieted signalswhich are
functions from time to some discrete domain. In this work \ge Boolean signals as
the semantic domain, but the extension of the results to-éwveat sequences (which
are equivalent to the timed traces of [AD94]) need not befécdIf exercise.

Let the time domairT be the selR>( of non-negative real numbers and IBt=
{0,1}. An n-dimensional Boolean signdlis a partial functior¢ : T — B™ whose
domain of definition is an intervdl = [0, r), » € NU {oo}. We say that the length of
the signal is- and denote this fact b¢| = r and let{[¢] stand for the value of the signal
attimet. We use & [a, b] to denot€t +a, t+ b), that is, the Minkowski sum oft} and
[a,b], andt & [a,b] = [t — b, t —a) NT for the inverse operation with saturation at zero.
In the sequel we will restrict our attention to well-behaysignals whose variability is
bounded.

Definition 1 (Bounded Variability). A signal¢ is of (4, k)-bounded variability if for
every interval of the fornf, ¢t + A] the number of changes in the valueds at most
k. A bounded-variability signal is a signal for which sugh> 0 and finitek exist.

Proposition 1 (Preservation of Bounded Variability). Let £&; and & be two infinite
bounded variability signals characterized, respectivbiy( A, k1) and (A, k3), and let
& = &1 op & be a signal obtained by applying the Boolean operatiprio £; and&,.

Then is of (A, k1 + ke)-bounded variability.

This fact, which follows from the observation that foto switch at timet, at least
one of& and&; should switch, implies that if we assume bounded varigbditthe
propositional signals, we will also have bounded variapflr the signals that indicate
the truth values of subformulae. Hence we can build the aatomcorresponding to
the formula in an inductive and compositional manner basethe temporal testers
introduced in [KPO5] for discrete time and extended in [MISPNPOG6] for dense
time. In this construction bounded variability will be gaateed at all levels.

We define the logieTL-B as a bounded-horizon variant of the real-time temporal
logic MTL [Koy90], such tha@ll future temporal modalities are restricted to intervals
of the form[a, b] with 0 < a < b anda, b € N, but allow the unbounded past operator
S (since which is not really unbounded. Note that unlikeTL [AFH96], we allow
“punctual” modalities withu = b and in this case we will useas a shorthand fdu, a.
Another deviation fromMTL is the introduction of an additional past opergtogcedes
(P) which is roughly the boundedntil operator from the point of view of thend of
the relevant segment of the signal. This operatarasproposed for user-friendliness
purposes, but rather to facilitate the translation fronufeito past. The basic formulae
of MTL-B are defined by the grammar

p:=p|2@| o1 Ve | o1Upnpez| 28y e1l Y2 Se1] 1P P2



wherep belongs to a seP = {p,...,p,} of propositions corresponding naturally to
the coordinates of the-dimensional Boolean signal considered. Tuture fragment
of MTL-B uses only thel/, ;) modality while thepast fragmentses only theS, 4,

S and P, ;) modalities. The satisfaction relatidg, t) = ¢, indicating that signaf
satisfiesp at positiory, is defined inductively below. We ug] to denote the projection
of ¢£[t] on the dimension that corresponds to varigble

&t Ep < plt] =

(&t) F o = () FEe

EtEe Ve < (Et)Eeror(t) E e
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It is important to note the difference between the future dredpast operators (see
Figure 1): theuntil operator points from time toward the future, while theinceand
precede®operators point front backwards. On the other hand, tihietil andprecedes
operators differ from thsinceoperators as they speak on the intetveforethe event
that should be observed within a bounded time interval, evtiie latter refers to the
interval immediatelyafterits occurrence.

P1U 0 b)P2
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Fig. 1. The semantic definitions aintil, precedesndsince

From basicMTL-B operators one can derive other standard Boolean and tempora
operators, in particular the time-constrairgmmetime in the pasalways in the past
eventually in the futur@andalways in the futur@perators whose semantics is defined



as

61 Qpye =3t etelad (1) Fe
(f»t) ': E‘[a,b] ¥ = Vt'eto [a’vb] (§7tl) ': ¥
1) Opyp = etdab] (s,t) ¢
(fvt) ': D[a,b] ¥ = V' et® [a’vb] (gvtl) ': ¥

Note that our definition of the semantics of the timettil andsinceoperators differs
slightly from their conventional definition since it regesra time instant whereboth
(&,t') = ¢ and(&,t) = 1. For the untimedsinceoperator we retain the standard
semantics.

Each futuremTL-B formula ¢ admits a numbeD () which indicates itsempo-
ral depth Roughly speaking, to determine the satisfactiopdfy a signak from any
positiont, it suffices to observe the value §in the intervallt, t + D()]. This prop-
erty is evident from the semantics of the (bounded) tempmpatators and admits the
following recursive definition:

D(p) =0

D(~p) = D(p)

D(p1Vp2)  =max{D(p1), D(p2)}
(gpluab ) _b+maX{D(<p1)aD(</)2)}

Note thatD is a syntax-dependenipper boundon the actual depth: the satisfiability
of a formulay may be determined according to segments shorted tharD (). For
example,D( 5 T) = b, but the formula requires no part éffor its satisfiability to
be determined. At the end of the day we are interested in piepef the form[] ¢
wherey is any (future, past or mixed)TL-B formula. These properties are interpreted
over infinite-duration signals and require that all segrm@ft of length D(y) satisfy

@.

3 From mMTL-B to Deterministic Timed Automata

In [MPO4,MNPO5] we have studied the relation between rimaétemporal logics and
deterministic timed automata. It turns out that the noredeinism associated with
real-time logics has two rathe@rdependensources described below.

— Acausality the semantics of future temporal logics is acausal in thees¢hat the
satisfiability of a formula at positionh may depend on the value of the sequence
or signal at timet’ > t. If the automaton has to output this value at titné has
no choice but to “guess” at timeand abort later at tim¢ the computations that
correspond to wrong predictions (see more detailed exptana [MNPO06]). This
bounded non determinism is harmless and in the untimed daeteis, forLTL,
it can be determinized away. We conjecture that such a dazation procedure
exists also for the timed case, but so far none has been egpdihis problem does
not exist forpasttemporal logic whose semantics is causal and hence it atass|
naturally into deterministic automata.



— Unbounded variabilitywhen there is no bound on the variability of input signals,
the automaton needs to remember the occurrence times obanmneed number of
events and use an unbounded number of clocks. All the patwaleexamples con-
cerning non-determinizability and non-closure under clemgntation for timed
automata [AD94] are based on this phenomenon.

In [MNPO5] we have shown that the determinism of pastL, compared to the
non-determinism of futureTL, is a result of a syntactic accident which somehow
imposes bounded variability (or indifference to small fuattons) for the former but
not the latter. The punctual version, pastL, remains non deterministic (and of infi-
nite memory) because the operatgr, realizes an ideal delay element which requires
unbounded memory.

The approach taken in this work in order to get rid of both sesrof non determin-
ism is the following: we use fulMTL, that is, allow punctual modalities, but assume
that we are dealing with signals Of\, k)-bounded variability, hence we can dispense
with the severe form of non determinishwe then transform futureTL -8 formulae to
pastmTL-B formula which, under the bounded variability assumpti@m ke translated
to deterministic timed automata. This part of the resulnigeension of what we have
shown in [MNPO5] for the (non-punctuad)nceoperator.

The key idea of the transformation is to change the time tioedrom future to
past and hence eliminate the “predictive” aspect of the stinza We will present an
operatorll which takes as an argument a future formgland a displacement, and
transforms it to an “equivalent” past formulasuch thaty is satisfied by a signal from
positiont iff 1) is satisfied by the same signal from- d.

Definition 2 (Pastify Operator). The operator/l on futuremTL -B formulaey and a
displacement > D(y) is defined recursively as:

I(p,d) = @dp

]Y(ﬁ )—ﬁH((p7d)

U(<,01\/<P2, )—H(Wl,d)\/ﬂ(tpmd)

H(p1Ujq p)p2,d) = I (p1,d — b)Pia ) I (02,d — b)

Note that according the this definitid(<> (, , ¢, d) = g (0, d = b).

Proposition 2 (Relation betweeny and II(, d)). Letp be a bounded future formula
and lety) = I1(p, d) withd > D(p). Then for every and¢ > 0 we have:

1) Feiff(§t+d) =y (1)

Proof: We proceed by induction on the structure of the formula. Bhee case, the
atomic propositions, satisfy (1) trivially. Proceedingttee inductive case, we show
that if (1) holds for formulae with complexity (nesting of @égators)m, it holds as
well for formulae of complexitym + 1. For Boolean operators this is straightforward.

5 It is worth noting that the procedure of [T02] for subset constructioithe-fly, that is, deter-
minization with respect to given(and hence of bounded variability) input, works due to the
same reasons.



Assume now thap; andyp- satisfy (1) and we will show that so do@s= 1 U 4 2.
Note that by definition, ifD(¢) = dthenD(p;) < d — bandD(y2) < d — b. Let
1 = (p1,d —b) andyyy = II(¢1,d — b). The fact the(€, t) = ¢ amounts to

A etdab] (&) o2 AV €[0,4] (§,t") o1

According to the inductive hypothesis we have that for sti@nd¢”

(&, +d—b) |= ¥y and (&,¢ +d —b) k= 1.

By letting»’ = ¢ +d — bandr” = t"" + d — b and substituting the constraints rand
t" we obtain

I et+do0,b—a] (&) E Y AV €[t +d—Db,r] (&) F 4,

which is exactly the definition of¢, t + d) |= 1P 5%2.
For the other direction assuni&, ¢ + d) = 11 P[4 %2 Which means that

Iet+del0,(b—a)l (&) FEv2 AV €ft+d—br](,r") 1.

By the inductive hypothesis suehandr” satisfy

(&' = (d=0)) =1 and (&, 7" = (d = b)) k= 1.

Lettingt’ = ' — (d — b) andt” = r” — (d — b) and substituting the constraints gh
andr’" we obtain

W et®(ab] (&) F w2 AV €[] (Et") F v
which means tha€, ) = ©1 U, 42 -'

Corollary 1 (Equisatifaction of [] ¢ and [] ). An infinite signal satisfies[] ¢ iff
it satisfies ] ) wherey = I1(p, D(y)).

We now proceed to the construction of a deterministic timgmaton accepting
exactly signals satisfying a pastL -8 formulat) under a bounded-variability assump-
tion. The construction, inspired by [KP05], is composiibm the sense that it yields
a network of deterministic signal transducers (testee)heorresponding to a subfor-
mula of ). The output of every tester faf’ at timet equals to the satisfaction gf
from¢. A more formal description of this framework can be found\fiNP05,MNPO6].
We first present a generic automaton, #vent recordewhich was first introduced in
[MNPO5] for the purpose of showing that the opera@r[mb] admits a deterministic
timed automaton.

The automaton depicted in Figure 2 accepts signals satgstgi (a5 ¥ DY Simply
memorizing at any time instanthe value ofp in the past temporal windoy — b, ¢].
Assuming thatp is of bounded variability and cannot change more thartimes in an
interval of lengthp, the states of the automatd, 01, ..., (01)™0}, correspond to the
qualitative form of the value op in that time interval. Each clock; (respectivelyy;)
measures the time elapsed sinceithigising (respectively, falling) of in the temporal



@/x1:=0
@
y1 > b/s y1 > b/s
010 o/us =0 |0101
y1 < b y1 <b ¢
y1 > b/s y1 > b/s
01010 o/ws =0 |010101
y1 <b —p / y1<b ¢
(01)™0
y1 <b -y

Fig. 2. An event recorder, an automaton which kaas input and@[a’b]  as output. The input
labels and staying conditions are written on the bottom of each state. Trassitemnecorated
by the input labels of the target states and by clock resets. The cloclophifitor is denoted by
the symbols. The automaton outpuiswheneverr; > a.

[T L]

] [ 1

p3 ’—‘

Fig. 3. Splittingp into p1 V p2 V ps.




window. Wheny first becomes true, automaton moves froto 01 and resets;. When
© becomes false it moves 0 while resettingy; and so on. When clocl; > b,
the first01-episode ofp, becomes irrelevant for the satisfaction €, ,; ¢ and can
be forgotten. This is achieved by the “vertical” transisomhich are accompanied by
“shifting” the clocks values, that is, applying the opevatzx; := x;,1 andy; := y; 11
for all 5. This allows us to use only a finite number of clocks.

The following proposition, first observed in [MNO4], simiddis the construction of
the automaton. It follows from the fact that if a boundediafaitity signal is true at two
close points, it has to be true throughout the interval betwteem.

Proposition 3. If p is a signal of(a, 1)-bounded variability then

= (&) EpUyg it (1) EpAO A
— (&) EpPuyg iff (§8)F ©ypASpp_q@Aa)

Hence for a signab satisfying this property, the automaton 8y, ;; can be constructed
from the event recorder by means of simple Boolean composiBuppose now thatis
of (a, k)-bounded variability withk > 1. We can decompose itinfosignalsp, . . ., px
such thap = p1 V p2 - - - pr, p; A p; is always false for every # j and eacly; is of
(a,1)-bounded variability. This is achieved by lettipg rise and fall only on thg*"
rising and falling ofp, wherej = i mod k, as is illustrated, fok = 3, in Figure 3. It
is not hard to see that for sugh's we have

k
(&,t) EpUjapq iff (€,1) \/piu[a,b]q

i=1

and

k
(€7t) |: pp[a,b]q iff (f,t) ': vpiP[a,b]q-
i=1
The splitting ofp can be done trivially using an automaton realizing a coumigdulo
k.

Corollary 2 (MTL-B to Deterministic Timed Automata). Any MITL -B formulae can
be transformed, under bounded-variability assumption equivalent deterministic
timed automata.

4 Application to Synthesis

4.1 Discrete and Dense-Time Tools

What remains to be done is to transform the automaton into edtigame automaton
by distinguishing controllable and uncontrollable actiand applying the synthesis
algorithm. There are currently several choices for timewtisysis tools divided into

two major families depending one whether discrete or dansetbols are usefl.

8 Contrary to commonly-held beliefs, the important point of timed automatatishe density
of time but thesymbolictreatment of timing constraints using addition and inequalities rather
than state enumeration.



— Discrete timethe logic and the automata are interpreted over the timeaifol A
major advantage of this approach is that the automaton besénite state and can
be subject to symbolic verification and synthesis using BDivsch is very useful
when the discrete state space is large. On the other hansktisdivity of discrete
time analysis to the size of the constants is much higher alhtbad to explosion
when they are large. Discrete-time synthesis of schedatefafrly-large systems
has been reported in [KYO03].

— Dense timehere we have the opposite problem, namely there is a corspatt
bolic representation of subsets of the clock space, butigdwrede states are enu-
merated. Several implementations of synthesis algorittaesed on [MPS95] exist.
One is the toolSynt hKr o included in the standard distribution of Kronos and
described in [AT02], which works by standard fixpoint corggign. Another al-
ternative, which restricts the algorithm to work only on tleachable part of the
state space is the toBl y Synt h which refines the reachability graph of the game
automaton according to the time-abstract bisimulatioatiah [TY01] yielding a
finite quotient to whichuntimedsynthesis algorithms can be applied [TA99]. Fi-
nally, the toolUppaal - Ti ga improves upon these ideas by combining forward
and backward search, resulting in the most “on-the-fly” athm for timed syn-
thesis [CDF 05] and probably the most effective existing tool for timgdthesis.

We have conducted our first experiments in discrete timeguaisynthesis algo-
rithm implemented on top of the tool TLV, while working on thmeplementation of an
improved dense time algorithm combining ideas from [TY0id CDF05].

4.2 Example: Deriving an Arbiter

To demonstrate our approach we present a bounded-futucdisatton of anarbiter
module whose architectural layout is shown in Figure 4-{&e arbiter is expected
to allocate a single resource amonglients. The clients post theiequestsfor the
resource on the input ports, ..., r, and receive notification of thegrantson the
arbiter’s output portgs, . .., g,. The protocol of communication between each client
and the arbiter follows the cyclic behavior described inuFég4-(b,c).

- -
™ . 91 :
. Arbiter - + @ S
Tp— 9n [} ﬂ
~~~~~~~~~~
(b)

(@) (©)

Fig. 4. (a) The architecture of an Arbiter; (b) The communication protocol betwthe arbiter
and client;. Uncontrollable actions of the client (environment) are drawn as solavarrwhile
controllable actions which are performed by the arbiter (controller) drasvdashed arrows; (c)
A typical interaction between the arbiter and a client.



In the initial state bothr; andg; are low (0). Then, the client acts first by setting
r; to high (1) indicating a request to access the shared resoNext, it is the turn of
the arbiter to respond by raising theant signalg; to high. Sometimes later, the client
terminates and indicates its readiness to relinquish teeuree by lowering-;. The
arbiter acknowledges the release of the resource by logdomwn the grant signaj;.

We structure the specification into subformullg, 1¢, S¥, S¢, L¥ and L¢ de-
noting, respectively, the initial condition, safety compat, and (bounded) liveness
components of the environment (client) and the controlebiter). They are given by

I 1/\1'7"_1’

I°¢ NG

SENiri = nSTAG) A N = TiB(ri Agi))
S Nilgi = 9S(ring) N NG = G BT Agi))
L Ni(gi = o0y T3)

LO N = Opang) N NT = Opoay )

The initial-condition requirements” and I¢ state that initially all variables are
low. The safety requirements” andS® ensure that the environment and arbiter con-
form to the protocol as described in Figure 4-(b). In themeti case, this is usually
specified using the next-time operatQr but in dense time specify these properties us-
ing the the untimed pastand 5 operators.Thus, the requiremént — ;S(7 A 7))
states that if-; is currently high, it must have been continuously high sapeeceding
state in which bothr; andg; were low. The reader can verify that the combination of
the safety properties enforces the protocol.

The (bounded) liveness propeldy — <>[o,d1] 7; requires that ifg; holds then
within b time units, client”; should release the resource by loweriggThe property
(ri = <>[0,d2] g;) specifies quality of service by saying that every client gets
resource at most, time after requesting it. Finally, property — O[O,dg]m
requires that the arbiter senses the release of the reswithie d; time and considers
it available for further allocations. Note that the reqdiresponse delays for the various
properties employ different time constants. This is esaktitecause the specification
is realizable only ifds, the time bound on raising is at least:(d; + ds). This reflects
the “worst-case” situation that all clients request theuese at about the same time,
and the arbiter has to service each of them in turn, untilté gethe last one.

The various components are combined into a single-8 formula by transforming
them to past formulae and requiring that the controller dmgwiolate its requirements
as long as the environment does not violate hers:

(1" = 19 A O@EUES®) A T(LF) = (S9N I(LE)) (2)

Below we report some preliminary experiments in automatitfeesis of the arbiter.
Table 1 shows the results of applying the procedure to Egugfl) withd; = 1 and
d; (the upper bound on the execution time of the client) varyiegveen2 and 4.
The N column indicates the number of clients, tBzecolumn indicate the number of
BDD nodes in the symbolic representation of the transit&ation of the synthesized



automaton andimeindicates the running time (in seconds) of the synthesisqutore.
As one can see, there is a natural exponential growtl #nd also ind, as expected
using discrete time.

U
=

d2| Sizg Time||di|d2| Size Time||di|d2| Sizg Time

N 1 1
2|| 2| 4 466 0.00| 3| 5 654 0.01)| 4| 6 946  0.02
3|| 2| 8 1382 0.14| 3|10, 2432 0.34| 4|12| 4164 0.5]
4|| 2|12| 4323 0.63| 3|15 7402 1.12| 4|18 16469 2.33
5|| 2|16 13508 1.93| 3|20, 26801 4.77| 4|24 50674 10.5Q
6|| 2|20 43366 8.16| 3|25 84027 22.55| 4/30/168944 64.38
7|| 2|24/13893744.38| 3|30/297524204.56| 4|36/7001261897.56

Table 1.Results ford; = 2, 3, 4.

5 Conclusions and Future Work

We have made an important step toward making synthesis é&usabnology by sug-
gestingMTL-B as a suitable formalism that can handle a variety of boundsplonse
properties encountered in the development of real-timeesys We have provided a
novel translation form real-time temporal logic to deterisiic timed automata via
transformation to past formulae and using the reasonahladeal-variability assump-
tion. We have demonstrated the viability of this approachlésiving a non-trivial ar-
biter from specifications.

In the future we intend to focus on efficient symbolic aldamits in the spirit of
[CDF*05] and conduct further experiments in order to charaaetie relative merits
of discrete and dense-time algorithms. We also intend téyahp synthesis algorithm
to more complex specifications of real-time scheduling |aois.
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