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1. Introduction

Temporal logics were first used in computer science to describe the behaviour of concurrent systems [7,11,14]. More recently, some efforts [10,12,16] have been devoted to the design of temporal logics well-suited to the description of the real-time aspects of the behaviour of computer systems. These works are generally based on linear time logics, and consider the time grain of such logics as a physical time unit.

At the same time, several authors [2,4,5,8,9] have argued that synchronous reactive systems form a suitable framework for modelling and programming real-time systems. The basic idea is that, from a suitable level of abstraction, the only notion which is necessary for describing a real-time system is the notion of instantaneous reaction to external events. In this framework, physical time is considered as an external event, without any privileged role, and conversely, any external event may be viewed as defining a time-scale. This is the multiform time point of view. It encourages modularity, versatility and abstraction, since it allows a real-time process to be defined without explicit reference to physical time, and a given process description to be instantiated with different time scales.

For instance, in an actual railway regulation system, the on-board speed regulation device perceives several events: signals from the central system, beacons along the track, wheel revolutions, and milliseconds from its local clock. Now, one can consider all these events in a symmetric way. So, time can be counted in wheel revolutions as well as in milliseconds, and a "watch-dog" may be set on any event.

In this paper, we propose an adaptation of temporal logic to multiform time. For this purpose, we use temporal logic to express the semantics of the synchronous declarative language LUSTRE [3,5]. The underlying model of LUSTRE is close to that of temporal logic, since it is based on sequences: as in LUCID [1], any variable in LUSTRE is a sequence of values, and programs operate globally over sequences. Moreover, these sequences are synchronously interpreted: any variable has a clock associated with it, and takes the n-th value of its sequence at the n-th "tick" of its clock.
After a brief overview of LUSTRE and its formal semantics, we shall see that Pnueli’s linear temporal logic is powerful enough to describe it. In this description, we shall derive new modal operators, which express the multiform time point of view. Then, the properties of these operators will be studied.

2. Overview of the language LUSTRE

2.1 Variables, Clocks, Equations, Data operators

As indicated above, any variable or expression in LUSTRE denotes a sequence of values. Moreover, each variable has a clock, and is intended to take the n-th value of its sequence at the n-th tick of its clock. A program has a cyclic behaviour, which defines its basic clock: a variable which is on the basic clock takes its n-th value at the n-th cycle of the program. Other, slower, clocks may be defined by means of boolean variables: any boolean variable C may be used as a clock, which is the sequence of cycles when C is true.

For instance, consider a boolean variable C on the basic clock, and a boolean variable C' on the clock C. The following table shows the different time scales they define:

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>time on</td>
<td>0</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>time on</td>
<td>0</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C'</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Variables are defined by means of equations: if X is a variable and E is an expression, the equation "X=E" defines X to be the sequence (x_0=e_0, x_1=e_1, ..., x_n=e_n, ...) where (e_0, e_1, ..., e_n, ...) is the sequence of values of the expression E. Moreover, the equation states that X has the same clock as E.

Expressions are built up from variables, constants (considered to be infinite constant sequences on the basic clock) and operators. Usual operators on values (arithmetic, boolean, conditional operators) are extended to pointwise operate over sequences, and are hereafter referred to as data operators. For instance, the expression

if X>Y then X-Y else Y-X

denotes the sequence whose n-th term is the absolute difference of the n-th values of X and Y. The operands of a data-operator must be on the same clock, which is also the clock of the result.

2.2 Sequence Operators

In addition to the data operators, LUSTRE contains only four non-standard operators, called sequence operators, which actually manipulate sequences.
To keep track of the value of an expression from one cycle to the next, there is a memory or delay operator called "pre" (previous). If \( X=(x_0,x_1,...,x_n,...) \) then

\[
\text{pre}(X) = (\text{nil},x_0,x_1,...,x_{n-1},...)
\]

where \text{nil} is an undefined value, akin to the value of an uninitialized variable in imperative languages. The clock of pre\( (X) \) is the clock of \( X \).

To initialize variables, the \( \text{->} \) (followed by) operator is introduced. If \( X=(x_0,x_1,...,x_n,...) \) and \( Y=(y_0,y_1,...,y_n,...) \) are two variables (or expressions) of the same type and the same clock, then

\[
X\rightarrow Y = (x_0,y_1,y_2,...,y_n,...)
\]

i.e. \( X\rightarrow Y \) is equal to \( Y \) except at the first instant.

The last two operators are used to define expressions with different clocks:

If \( E \) is an expression, \( B \) is a boolean expression, and if \( E \) and \( B \) are on the same clock, then "\( E \) when \( B \)" is an expression on the clock defined by \( B \), and whose sequence of values is extracted from the sequence of \( E \) by taking only those values which occur when \( B \) is true.

If \( E \) is an expression on a clock \( CK \) different from the basic clock, then "\( \text{current}(E) \)" is an expression on the same clock as \( CK \), whose value at each cycle of this clock is the value taken by \( E \) at the last cycle when \( CK \) was true.

The following table shows the effect of these operators.

<table>
<thead>
<tr>
<th></th>
<th>false</th>
<th>true</th>
<th>false</th>
<th>false</th>
<th>true</th>
<th>false</th>
<th>true</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X ) =</td>
<td>( x_0 )</td>
<td>( x_1 )</td>
<td>( x_2 )</td>
<td>( x_3 )</td>
<td>( x_4 )</td>
<td>( x_5 )</td>
<td>( x_6 )</td>
<td>( x_7 )</td>
</tr>
<tr>
<td>( Y = X \text{ when } B ) =</td>
<td>( x_1 )</td>
<td></td>
<td>( x_4 )</td>
<td>( x_5 )</td>
<td></td>
<td>( x_7 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Z = \text{current}(Y) ) =</td>
<td>( \text{nil} )</td>
<td>( x_1 )</td>
<td>( x_1 )</td>
<td>( x_4 )</td>
<td>( x_5 )</td>
<td>( x_5 )</td>
<td>( x_7 )</td>
<td>...</td>
</tr>
</tbody>
</table>

The rules for statically computing the clock of any expression are presented in [5]. In the following, we shall always assume that the rules of clock consistency are satisfied, and that the clock of any expression is known.

### 2.3 Formal Semantics [5]

The semantics of a LUSTRE program is a sequence \((\sigma_0, \sigma_1, ..., \sigma_n, ...)\) of memories, where a memory is a function from the set ID of identifiers to the set VAL of values, and where \( \sigma_n \) represents the state of the variables at the \( n \)-th cycle of the basic clock of the program. The set VAL contains both \( \text{nil} \) (the undefined value) and \( \bot \), which will be used to represent the absence of value: a variable has no value when it must not be computed (its clock is false or doesn't have to be computed). Such a sequence of memories will be called a history, and we shall note Hist(VAL) the set of histories on the set of values VAL.
The semantics will be described by means of structural inference rules [13]. Without loss of
generality, let us consider the following simplified syntax:
- an equation is assumed to involve at most one operator;
- the "pre" and "current" operators may be given an additional parameter, that records the necessary
  past value of their operand;
- in the case of "current", the clock of its operand (which is assumed to be known, as a byproduct
  of the clock analysis) is also assumed to be a parameter.

With this syntax, at a given instant, we only need to know the memory in order to compute the value
of an expression. This value is assumed to be \( \perp \) if the clock of the expression is not true. An
equation "X=E" will be said to be compatible with a memory \( \sigma \) if and only if \( \sigma(X) \) is the result of the
expression E, evaluated in \( \sigma \).

The rules of Figure 1 define the predicate:

\[
\text{[eq] } \overset{-\sigma}{\rightarrow} \text{[eq']}
\]

which means:

"The equation eq is compatible with the memory \( \sigma \) and will be later on evaluated as eq' "

Let us comment some of these rules:

**System of equations:** A system of equations is compatible with a memory \( \sigma \) iff each of its equations is
compatible with \( \sigma \).

**Data operator:** From the clock consistency, the operands of a data operator "op" are on the same
clock. So, either none or all of them have a value. In the latter case, the resulting value is the result of
the corresponding standard operator, noted "op" (any data operator, except the conditional, is strict
with respect to "nil").

"Previous" operator: There are four rules for defining the semantics of "pre(Y)". The first one
applies when the clock of Y is true for the first time: then the value of pre(Y) is nil, and the value of Y
is stored. The second rule applies the subsequent times the clock of Y is true: the value of pre(Y) is
the stored value, and the value of Y is stored. The last two rules concern the cases when the clock of
Y is not true. The same four cases are considered for the operator "current".
System of equations
\[ \text{eq}_1 \rightarrow \text{eq}_1', \quad \text{eq}_2 \rightarrow \text{eq}_2' \]

\[ \{\text{eq}_1; \text{eq}_2\} \rightarrow \{\text{eq}_1'; \text{eq}_2'\} \]

Simple equation
\[ \sigma(X) = \sigma(Y) \]
\[ [X = Y] \rightarrow \sigma \rightarrow [X = Y] \]

Data operator
\[ \sigma(Y) \neq \bot, \sigma(Z) \neq \bot, \sigma(X) = \sigma(Y) \text{ op } \sigma(Z) \]
\[ [X = Y \text{ op } Z] \rightarrow \sigma \rightarrow [X = Y \text{ op } Z] \]

"Previous" operator
\[ \sigma(Y) = k \neq \bot, \sigma(X) = \text{nil} \]
\[ [X = \text{pre}(Y)] \rightarrow \sigma \rightarrow [X = \text{pre}(Y,k)] \]
\[ \sigma(Y) = \sigma(X) = \bot \]
\[ [X = \text{pre}(Y)] \rightarrow \sigma \rightarrow [X = \text{pre}(Y)] \]

"Followed-by" operator
\[ \sigma(Y) = \sigma(X) \neq \bot \]
\[ [X = Y \rightarrow Z] \rightarrow \sigma \rightarrow [X = Z] \]

"When" operator
\[ \sigma(C) = \text{true}, \sigma(Y) = \sigma(X) \neq \bot \]
\[ [X = (Y \text{ when } C)] \rightarrow \sigma \rightarrow [X = (Y \text{ when } C)] \]
\[ \sigma(C) = \sigma(Y) = \sigma(X) = \bot \]
\[ [X = (Y \text{ when } C)] \rightarrow \sigma \rightarrow [X = (Y \text{ when } C)] \]

"Current" operator, where C is the clock of Y
\[ \sigma(C) = \text{true}, \sigma(Y) = \sigma(X) = k \neq \bot \]
\[ [X = \text{current}(Y,C)] \rightarrow \sigma \rightarrow [X = \text{current}(Y,k,C)] \]
\[ \sigma(C) = \text{false}, \sigma(X) = \text{nil}, \sigma(Y) = \bot \]
\[ [X = \text{current}(Y,C)] \rightarrow \sigma \rightarrow [X = \text{current}(Y,C)] \]
\[ \sigma(C) = \text{true}, \sigma(Y) = \sigma(X) = k' \neq \bot \]
\[ [X = \text{current}(Y,k,C)] \rightarrow \sigma \rightarrow [X = \text{current}(Y,k',C)] \]
\[ \sigma(C) = \text{false}, \sigma(X) = k, \sigma(Y) = \bot \]
\[ [X = \text{current}(Y,k,C)] \rightarrow \sigma \rightarrow [X = \text{current}(Y,k,C)] \]

Figure 1
Now a LUSTRE program \( P \) is compatible with an history \( (\sigma_0, \sigma_1, \ldots, \sigma_n, \ldots) \) if and only if its system of equations is compatible with \( \sigma_0 \), and must be later on considered as a new program \( P' \), which is compatible with \( (\sigma_1, \ldots, \sigma_n, \ldots) \):

\[
[P] \sigma_0 \rightarrow [P'], \Sigma \vdash [P']
\]

\[\sigma_0, \Sigma \vdash [P]\]

2.4 Example of LUSTRE program: An axle detector in a railway system

A part of a railway system must perform the following function: A track is divided into districts. At the boundary between two districts, there are two pedals which overlap each other as shown by Figure 2. The device knows the states of the pedals by means of two boolean variables \( P_1 \) and \( P_2 \) (\( P_i \) is true whenever a wheel is on \( P_i \)). It must compute a boolean \( S \) which is true when and only when an axle goes from the backward district to the forward district. More precisely, \( S \) is set when the axle goes out and reset just after. There can be only one axle in the zone \( Z \). An axle may turn back within the zone \( Z \) and even oscillate on or about the zone \( Z \).

Let us write the program which computes \( S \). We introduce two boolean variables "last_in_b" and "out_f": the former is true whenever the last axle which entered the zone \( Z \) came from the backward district, and the latter is true whenever an axle leaves the zone \( Z \) to the forward district.

Now, we have

\[ S = \text{false} \rightarrow \text{out}_f \text{ and } \text{last}_in_b; \]

An axle enters the zone \( Z \) from the backward (resp. forward) district whenever the input \( P_1 \) (resp. \( P_2 \)) has a rising edge when \( P_2 \) (resp. \( P_1 \)) is false:

\[
\text{last}_in_b = \begin{cases} 
\text{false} & \text{if } P_1 \text{ and not pre}(P_1) \text{ and not } P_2 \text{ then true} \\
\text{false} & \text{else if } P_2 \text{ and not pre}(P_2) \text{ and not } P_1 \text{ then false} \\
\text{true} & \text{else pre(last}_in_b) 
\end{cases}
\]

\[\begin{array}{c}
\text{Backward District} \\
\text{Zone Z} \\
\text{Forward District}
\end{array}
\]

Figure 2
An axle leaves the zone Z to the forward district whenever the input P2 has a falling edge when P1 is false:

\[ \text{out \_f = not P2 and pre(P2) and not P1; } \]

So the whole program is as follows:

\[
\begin{align*}
S &= \text{false \rightarrow out\_f and last\_in\_b;} \\
\text{last\_in\_b} &= \text{if P1 and not pre(P1) and not P2 then true} \\
&\quad \text{else if P2 and not pre(P2) and not P1 then false} \\
&\quad \text{else pre(last\_in\_b);} \\
\text{out\_f} &= \text{not P2 and pre(P2) and not P1;}
\end{align*}
\]

3. Describing LUSTRE in Temporal Logic

3.1 Linear temporal logic

We use the logic of [7]: A formula is built from proposition symbols, usual boolean operators \((\neg, \land, \lor, \to, \equiv)\), and the four modal operators \(\Box(\text{always}, \text{unary}), \Diamond (\text{eventually}, \text{unary}), \bigcirc (\text{next}, \text{unary})\) and \(U (\text{until}, \text{binary})\). A model is a sequence \(S=(s_0, s_1, \ldots, s_n, \ldots)\) of states, each state giving values to the proposition symbols. The semantics of a formula \(p\) is a function \(lp\) from the set of models to \{true, false\}. The semantics of modal operators are as follows:

- \(\Box l(S)=true \iff \forall n \geq 0, lp(S+n) = true\), where \(S+n\) denotes the \(n\)-th suffix \((s_n, s_{n+1}, \ldots)\) of \(S\);

- \(\Diamond l(S) = true \iff \exists n \geq 0 \text{ such that } lp(S+n) = true\);

- \(\bigcirc l(S) = true \iff lp(S+1) = true\);

- \(\bigtriangleup l(S) = true \iff \exists n \geq 0 \text{ such that } lq(S+n) = true, \text{ and } \forall m, 0 \leq m < n, lp(S+m) = true\)

This logic is axiomatized by means of 8 axioms:

\[
\begin{align*}
A0. & \vdash \Diamond p \equiv \neg \Box (\neg p) & A1. & \vdash \Box (p \to q) \to (\Box p \to \Box q) \\
A2. & \vdash \Box (\neg p) \equiv \neg \Box p & A3. & \vdash \bigcirc (p \to q) = (\bigcirc p \to \bigcirc q) \\
A4. & \vdash \Box (p \land \bigcirc p) & A5. & \vdash \Box (p \to \bigcirc p) \to (\bigcirc p \to \bigcirc q) \\
A6. & \vdash q \lor (p \land \bigcirc q) & A7. & \vdash \bigtriangleup q \equiv q \lor (p \land \bigtriangleup (p \land q))
\end{align*}
\]

and 3 rules of inference

- R1. If \(f\) is a tautology, then \(\vdash f\).
- R2. (Modus Ponens) If \(\vdash f_1 \to f_2\) and \(\vdash f_1\) then \(\vdash f_2\).
- R3. (Generalization) If \(\vdash f\) then \(\vdash \Box f\).
3.2 Multiform time operators

The intuitive real-time interpretation of linear temporal logic consists of assimilating logical instants with physical instants, belonging to some metric time-scale: for instance, the formula Op would be considered as meaning "p will be true at the next second". In order to handle multiform time, we must be able to define several independent time scales, so as to express in the same way, for instance, the property "p will be true at the next wheel revolution". These time scales will always be sequences of instants which are subsequences of the logical time. Intuitively, an event such as "second" or "wheel revolution" will be represented by a formula which is true whenever the event occurs. Now, with each time-scale defined in this way, we need to associate specific modal operators.

For any formula f, we define five abbreviations □f (always when f), ◦f (eventually when f), Ff (at first f), Of (at next f), Uf (whenever f until), as follows:

□f p ≡ □(□fp)
◦f p ≡ ◦(fp∧p)
◦f ⊨ (Ff p ≡ (¬f U (p∧f)))
Of p ≡ Ofp
p Uf q = (fp) U (fp∧q)

Remarks:

• When the formula □f holds, the operators □f, ◦f, Of, Uf respectively coincide with their homologues □, ◦, Of, U. In this case Ff is the identity operator.

• The operator Ff is not completely defined; its value is only known on models satisfying ◦f. This fact is not surprising since, if f is never true, there is no information about the value of p when f is true. The same remark applies to the operator Of.

3.3 Describing boolean LUSTRE

Here, we consider programs which only contain boolean variables and expressions. The semantics of such a program P is then a set Σ(P) of histories belonging to Hist({true, false, nil, ⊥}). From the semantics of LUSTRE, we have

[P] −σ0→ [P'], σ ∈ Σ(P')

σ0,σ ∈ Σ(P)

Only histories belonging to Hist({true,false}) can straightforwardly be considered as models for our temporal logic. So, from the point of view of logical properties, we shall consider both undefined values nil (unassigned variable) and ⊥ (uncomputed variable) as undetermined values, which only satisfy the predicate "true". So, with each history Σ={σ0,σ1,...,σn,...}, we associate a subset S(Σ) of Hist({true,false}) defined as follows:
\[ S(\Sigma) = \{ \Sigma'=(\sigma'_0,\ldots,\sigma'_n,\ldots) \mid \forall n \geq 0, \forall x \in \text{ID}, \sigma_n(x) \neq \text{nil} \land \sigma_n(x) \neq \bot \Rightarrow \sigma_n(x) = \sigma'_n(x) \} \]

Now, we want to associate with each program \( P \), a formula \( f(P) \) such that

\[ f(P)(\Sigma') = \text{true} \quad \text{iff} \quad \text{there exists} \ \Sigma \in \Sigma(P) \quad \text{such that} \ \Sigma' \in S(\Sigma) \]

This association is inductively defined by the following rules, where \( c \) always stands for the clock of \( X \):

\[
\begin{align*}
 f(X=Y) & = \Box_c (X \equiv Y) \\
 f(X= \ op \ Z) & = \Box_c (X \equiv Y \ op \ Z) \ , \text{for any boolean operator } \ op \\
 f(X=\text{pre}(Y)) & = \Box_c (\ O_c (X) \equiv Y) \\
 f(X=Y \rightarrow Z) & = F_c (X \equiv Y \land \ O_c \ Box_c (X \equiv Z)) \\
 f(X=Y \text{ when } Z) & = \Box_Z (X \equiv Y) \\
 f(X=\text{current}(Y)) & = \Box_c (c' \supseteq (X \equiv Y) \land \ O_c (\neg c') \supseteq (\ O_c (X \equiv X)) \ , \text{where } c' \text{ is the clock of } Y
\end{align*}
\]

The formula associated with a system of equations is obviously the conjunction of the formulas associated with its components:

\[ f(\text{eq}_1;\text{eq}_2) = f(\text{eq}_1) \land f(\text{eq}_2) \]

3.4. Correctness

Let us sketch the proof of correctness of the formula associated with the "pre" operator: The set of histories compatible with a LUSTRE program has been defined by means of a sequence of program states. Let us extend our notion of model as follows: an extended history is an infinite sequence of pairs, each pair consisting of a program and a memory. When the program is reduced to a single equation, such an extended history is a sequence

\[ \Xi = (\text{eq}_0,\sigma_0), (\text{eq}_1,\sigma_1), \ldots, (\text{eq}_n,\sigma_n), \ldots \]

satisfying \( [\text{eq}_n] - \sigma_n \rightarrow [\text{eq}_{n+1}] \), for any \( n \). Let us introduce the following basic predicates on extended histories:

- \( [\text{eq}] \) is true for \( \Xi \), iff \( \Xi = (\text{eq},\sigma),\Xi' \), for some \( \sigma \) and some \( \Xi' \)

- Let \( p \) be a basic predicate on memories; then \( [p] \) is true for \( \Xi \), iff \( \Xi = (\text{eq},\sigma),\Xi' \), for some \eq and some \( \Xi' \), and for some \( \sigma \) such that \( \text{eq}(\sigma) \) holds. This notation is extended to full memories: \( \{\sigma\} \) is true for \( \Xi \) iff \( \sigma \) is the memory part of the first pair of \( \Xi \).

So, a rewriting predicate \( [\text{eq}] - \sigma \rightarrow [\text{eq}'] \) may be expressed by

\[ [\text{eq}] \land \{\sigma\} \supset O[\text{eq}'] \]

and from the special form of our inference rules, a rule
may be translated into

\[ \vdash \Box (p_1 \land p_2 \land \ldots \land p_k \supset q) \]

Now, from the rules defining the "pre" operator, we get

\[ \Box ((\neg Y \neq \perp) \land [X = \text{pre}(Y, k)]) \supset (X = k) \]

and

\[ \Box ((Y = \perp) \land [X = \text{pre}(Y, k)]) \supset ((X = \perp) \land \Diamond [X = \text{pre}(Y, k)]) \]

So,

\[ \Box (\Diamond \{ Y \neq \perp \}) \supset (\{X = \text{pre}(Y, k)\} \supset \{X = \perp \} \cup \{X = k\}) \]

On the other hand, the rules provide

\[ \Box ((\{Y = k'\} \land [X = \text{pre}(Y)]) \supset \Diamond [X = \text{pre}(Y, k')]) \]

\[ \Box ((Y = k') \land [X = \text{pre}(Y, k)]) \supset \Diamond [X = \text{pre}(Y, k')] \]

It follows that

\[ ([X = \text{pre}(Y)] \land \Box (Y \neq \perp)) \supset \Box (\{Y = k\} \supset \Diamond (X = \perp) \cup \{X = k\}) \]  (1)

Now, the following lemma results from the clock correctness:

\[ [X = \text{pre}(Y)] \supset ((\neg Y \neq \perp) \equiv \{Y = \perp\} \equiv c) \], where c is the common clock of X and Y

So, the implication (1) becomes

\[ ([X = \text{pre}(Y)] \land \Box c) \supset \Box (\{Y = k\} \supset \Diamond (\neg c \cup (c \land \{X = k\}))) \]

or

\[ ([X = \text{pre}(Y)] \land \Box c) \supset \Box (Y = k) \supset \Diamond (\neg c \cup (c \land \{X = k\})) \]

Separately considering the cases where k is true or false, we get

\[ ([X = \text{pre}(Y)] \land \Box c) \supset \Box (\Diamond (\neg c \cup (c \land \{X = k\})) \equiv Y \]

which is the desired result.

### 3.5. Application

Let us come back to the program of the axle detector. An expanded form of the program is:

\[
S = \text{false} \rightarrow \text{out}_f \land \text{last}_\text{in}_b;
\]

\[
\text{last}_\text{in}_b = (P_1 \land \neg \text{pre}_P1 \land \neg P_2) \lor
\]

\[
(\neg(P_2 \land \neg \text{pre}_P2 \land \neg P_1) \land \neg \text{pre}_\text{last}_\text{in}_b);
\]

\[
\text{out}_f = \neg P_2 \land \text{pre}_P2 \land \neg P_1;
\]

\[
\text{pre}_P1 = \text{pre}(P_1);
\]

\[
\text{pre}_P2 = \text{pre}(P_2);
\]

\[
\text{pre}_\text{last}_\text{in}_b = \text{pre}(\text{last}_\text{in}_b);
\]

From this program and the rules of §3.3, we get the following formula, where b stands for the basic clock of the program:
\[
F_b(\neg S \land O_b \Box_b (S = (\text{out}_f \land \text{last}_in_b) ) \land \\
\Box_b \text{ last}_in_b \equiv ((P1 \land \neg \text{pre}_P1 \land \neg P2) \lor (\neg(P2 \land \neg \text{pre}_P2 \land \neg P1) \land \text{pre}_\text{last}_in_b)) \land \\
\Box_b \text{ out}_f \equiv (\neg P2 \land \text{pre}_P2 \land \neg P1) \land \\
\Box_b (O_b (\text{pre}_P1) = P1 \land O_b (\text{pre}_P2) = P2 \land O_b (\text{pre}_\text{last}_in_b) = \text{last}_in_b)
\]

Let us call this formula \textit{axles} . The program is intended to work under the assumption of synchrony: it runs at a suitable rate so as to perceive any change in the state of its inputs. Let us call \textit{chg} the formula which is true whenever the state of a pedal changes:

\[\neg(P1 = O_b P1) \lor \neg(P2 = O_b P2)\]

The assumption of synchrony may be written as the following formula, \textit{sync}:

\[\Box(\text{chg} \Rightarrow b)\]

Moreover, it is assumed that the state of only one pedal, as perceived by the program, may change at a given instant. This assumption is expressed by the following formula, called \textit{excl}:

\[\Box_b (\neg(P1 = O_b P1) \Rightarrow (P2 = O_b P2))\]

The proof of an expected property \(P\) of the program consists of proving the theorem

\[\vdash (\text{axles} \land \text{sync} \land \text{excl}) \Rightarrow P\]

For instance, \(P\) may express that whenever a train straightly crosses the zone \(Z\) from the backward district to the forward one, the output \(S\) is true. Such a property is simpler to write on the clock \(chg\). The straight crossing of a train from the backward district to the forward one, is expressed by the formula \textit{b-f-cross}:

\[-P1 \land -P2 \land \Box_{chp1} \land \Box_{chp2} \land \Box_{chp1} \land \Box_{chp2} \land \Box_{chp1} \land \Box_{chp2}\]

and the theorem to be proven is

\[\vdash (\text{axles} \land \text{sync} \land \text{excl}) \Rightarrow \Box_b (\text{b-f-cross} \Rightarrow \Box_{chp1} \land \Box_{chp2} \land \Box_{chp1} \Rightarrow S)\]
4. A logic to deal with multiform time

Our multiform-time operators have been shown to be quite useful. Let us now examine their specific properties.

First, we can adapt the axioms of standard temporal operators to our operators. The following properties have been shown, for any formulas $f, p, q$:

B0. $\vdash \Box_f p \equiv \neg O_f (\neg p)$
B1. $\vdash \Box_f (p \rightarrow q) \supset (\Box_f p \supset \Box_f q)$
B2. $\vdash \Box_f p \supset (O_f (\neg p) \equiv \neg O_f p)$
B3. $\vdash \Box_f p \supset (O_f (p \rightarrow q) \supset (O_f p \supset O_f q))$
B4. $\vdash \Box_f p \supset (O_f p \supset (F_f p \land O_f (O_f p)))$
B5. $\vdash \Box_f (p \supset O_f p) \supset (F_f p \supset O_f p)$
B6. $\vdash p U_f q \land \Box_f q$
B7. $\vdash \Box_f p \supset (p U_f q \equiv F_f q \lor (F_f p \land O_f (p U_f q)))$
B8. $\vdash \Box_f p \Rightarrow (F_f (\neg p) \equiv \neg F_f p)$
B9. $\vdash \Box_f p \Rightarrow (F_f (p \rightarrow q) \equiv F_f p \supset F_f q)$

A comparison of properties B0-B7 and axioms A0-A7 shows that they only differ in that properties B2, B3, B4 and B7 need an additional premise which states that the formula $f$ must be true infinitely often. So, a good property for an event defining a time-scale is to occur infinitely often (time never stops). When time-scales satisfy this property, one can change the time-scale of a system, and adapt all the formulas proven for the initial system only by changing the time-scale (subscript) of the modal operators.

Now, the following properties allow a formula to be projected onto a finer time-scale:

B10. $\vdash \Box (f \rightarrow f) \supset (\Box f (p) \equiv \Box f (f \supset p))$
B11. $\vdash \Box (f \rightarrow f) \supset (\Box f (p) \equiv \Box f (f \supset p))$
B12. $\vdash \Box (f \rightarrow f) \land \Box (f) \supset (F_f p \equiv (\neg f \supset U_f (p \land f)))$
B13. $\vdash \Box (f \rightarrow f) \land \Box (f) \supset (O_f p \equiv O_f F_f p)$
B14. $\vdash \Box (f \rightarrow f) \supset (p U_f q \equiv (f \supset p) U_f (f \land q))$

These properties express that, if $f$ is more frequently true than $f'$ (that is, if the formula $\Box (f \rightarrow f)$ holds) then the modal operators on $f'$ may be defined in terms of the modal operators on $f$, in exactly the same way as they were defined in terms of the usual operators (on true).
Conclusion

In this paper we have shown that the synchronous, data-flow language LUSTRE may be viewed as a subset of a linear temporal logic. This fact is an argument showing the cleanliness of the semantics of LUSTRE. Moreover, it suggests that standard decision procedures can be used for proving boolean LUSTRE programs.

On the other hand, translating LUSTRE in temporal logic led us to introduce some abbreviations, which are used as new temporal operators, dealing with multiform time. The usefulness of these operators for expressing properties of real-time systems has been illustrated.

This work must be continued in several directions:
• Of course, non boolean computation must be introduced in the logic. This does not raise serious problem, but involves the loss of decision procedures.
• The same construction must be done in a branching time logic, thus allowing non-deterministic inputs to be taken into account.
• Ultimately, this work should lead to an environment for specifying and verifying LUSTRE programs, similar to some tools [6, 15] developed for imperative languages.
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