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Preface

This book is an edited collection of contributions in selected topics related to em-
bedded systems modeling, analysis and synthesis. Most contributions are extended
versions of papers that originally appeared throughout several workshops organized
in the context of the Embedded Systems Week and Real-Time Systems Symposium
in the last months of 2011. The workshops targeted topics and challenges related
to the use of models for the design, analysis, and synthesis of Embedded Systems.
Problems and solutions were discussed for different stages in the development pro-
cess and apply to the system-level view, as well as to the design, analysis and syn-
thesis of components and subsystems and the behaviors therein. These workshops
were the WSS, Workshop on Software Synthesis, the TiMoBD, Time Analysis and
Model-Based Design, and the SOMRES, Workshop on Synthesis and Optimization
Methods for Real-Time Embedded Systems.

As workshop organizers and editors of this book, we believe that these are very
special times for embedded and cyber-physical systems researchers and developers.
A time of opportunity, because of the need and emergence of feature-rich, complex,
distributed systems and the need to tame their complexity in new ways, including
the adoption of model-based development, new analysis methods and design syn-
thesis techniques, and true component-based development, in which functional and
platform assemblies are correct-by-construction.

This book collects contributions on different topics, including system and soft-
ware models, innovative architectures (including OS and resource managers), for-
mal methods, model checking and analysis techniques, software synthesis, system
optimization and real-time networks, with the ambitious objective of providing use-
ful insights and innovative ideas on how to solve very complex problems throughout
the entire (model-based) development cycle. Contrary to other books on the subject,
we attempt at reconciling the two communities of Model-Based and Model-Driven
Design, which often operate in independent ways, with only a few fortunate excep-
tions.

Regardless of the workshop organization, the selected paper have been organized
according to their topics and divided in chapters that better fit the stages in the de-
velopment process rather than an abstract classification based, for example, on lan-
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guages, algorithmic solutions or methods. The intended audience includes of course
the general community of embedded systems researchers, but we believe several
topics and contributions should be also of interest for developers, tool vendors and
development process experts. Several contributions are provided by industry devel-
opers and researchers and refer to upcoming commercial products, methods and
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Chapter 8
Contract-Based Reasoning for Component
Systems with Rich Interactions
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Abstract In this paper we propose a rule unifying circular and non-circular assume-
guarantee reasoning and show its interest for contract-based design and verification.
Our work was motivated by the need to combine, in the top-down methodology of
the FP7 SPEEDS project, partial tool chains for two component frameworks de-
rived from the HRC model and using different refinement relations. While the L0
framework is based on a simple trace-based representation of behaviors and uses
set operations for defining refinement, the more elaborated L1 framework offers
the possibility to build systems of components with complex interactions. Our ap-
proach in L1 is based on circular reasoning and results in a method for checking
contract dominance which does not require the explicit composition of contracts. In
order to formally relate results obtained in L0 and L1, we provide a definition of
the minimal concepts required by a consistent contract theory and propose abstract
definitions which smoothly encompass hierarchical components. Finally, using our
relaxed rule for circular reasoning, we show how to use together the L0 and L1
refinement relations and as a result their respective tool chains.
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8.1 Introduction

Contract and interface frameworks are emerging as the formalism of choice for sys-
tem designs that require large and distributed teams, or where the supply chain is
complex [242, 64, 65]. This style of specification is typically employed for top-
down design of systems of components, where the system under design is built by a
sequence of decomposition and verification steps. In this paper we present and study
some distinctive features of contract theories for frameworks in which the interac-
tion between components is “rich”, i.e., more complex than the usual input/output
(I/O) communication. One such component framework is BIP [26] which allows
multi-party synchronizations scheduled according to priorities. In addition, we show
how to combine results obtained using different contract refinement relations.

Our work has its practical motivation in the component framework HRC [29, 32,
64, 65] (standing for Heterogeneous Rich Components) defined in the FP7 IP project
SPEEDS [255], which has been reused in the FP7 STREP project COMBEST [60]
and the ARTEMIS project CESAR [51]. The HRC model defines component prop-
erties in terms of extended transition systems and provides several composition
models, ranging from low-level semantic composition to composition frameworks
underlying the design tools used by system designers. More precisely, HRC is or-
ganized around two abstraction levels called L0 and L1 and describing respectively
the core level and the analysis tool level of HRC [210]. That is, L0 determines the
expressive power of the entire model and there exist translations from L1 models to
L0. On the other hand, L1 extends the core model with concepts such as coordina-
tion mechanisms — the rich interactions mentioned in the title. Analysis tools can
then take advantage of these additional concepts to make system descriptions more
concise and therefore verification more efficient.

Our objective is to allow combined use of synchronous tools like Simulink [269]
for L0 and synchronization-based tools like BIP for L1, which have complementary
strengths. For example, Simulink is very convenient for modeling physical dynamic
systems or streaming applications. In contrast BIP, which encompasses rich inter-
actions, is well adapted for describing the dynamic behavior of sets of components
depending on available resources for memory, energy, communication bandwidth
etc. We are interested in this paper in the relation between the L0 and L1 contract
frameworks as we want to use verification results established in L1 for further rea-
soning within L0. The presence of rich interactions in L1 makes contract composi-
tion problematic and leads us to focus instead on circular reasoning, which allows
a component and its environment to be refined concurrently — each one relying
on the abstract description of its context — and entails an interesting rule for prov-
ing dominance, i.e., refinement between contracts. In order to relate L0 and L1, we
define a generic contract framework that uses abstract composition operators and
thus encompasses a variety of interaction models, including those for L0 and L1.
Finally, we show how to use a relaxed rule for circular reasoning to combine partial
tool chains for both frameworks into a complete tool chain for our methodology.

To the best of our knowledge, this is the first time that a rule combining dif-
ferent refinement relations is proposed and used to unify two contract frameworks.
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While circular reasoning has been extensively studied, e.g. in [6, 173], existing work
focuses on finding sufficient conditions for soundness of circular reasoning while
we focus on how to use circular reasoning in a contract-based methodology. Non-
circular assume-guarantee reasoning is also a topic of intense research focused on
finding a decomposition of the system that satisfies the strong condition imposed
on at least one of its components [59]. Finally, our contract frameworks are related
to interface automata [2]. Since de Alfaro and Henzinger’s seminal paper many
contract and interface theories have been developed for numerous frameworks (see
e.g. [153, 282, 71, 229, 231, 230] to name just a few). However these theories focus
on composition of contracts while we strive to avoid that and furthermore they do
not handle rich interactions. Examples include [154, 230] based on modal I/O au-
tomata and [282] defining relational interfaces for capturing functional dependen-
cies between inputs and outputs of an interface. Preliminary versions of our contract
framework appeared in [224, 109] but did not address the question of combining re-
sults obtained for different refinements.

This paper is structured as follows: Section 8.2 describes our design and verifica-
tion methodology as well as generic definitions of component and contract frame-
work. It then discusses sufficient reasoning rules for establishing dominance without
composing contracts. Section 8.3 presents how the proposed approach is applied to
the L0 and L1 frameworks. In particular it shows how their different satisfaction
relations may be used together using relaxed circular reasoning and discusses prac-
tical consequences of this result. Section 8.4 concludes the paper. The proofs of all
theorems presented in this paper are presented in [102].

8.2 Design Methodology

Our methodology is based on an abstract notion of component. We characterize a
component K by its interface defined as a set P of ports which describe what can be
observed by its environment. We suppose given a global set of ports Ports, which all
sets of ports in the following are subsets of. In addition, components are also char-
acterized by their behavior . At this level of abstraction, we are not concerned with
how behaviors are represented and develop our methodology independently of the
particular formalism employed. Interactions (potentially complex) between compo-
nents are expressed using the concept of glue operator [254] . A glue defines how
the ports of different components are connected and the kind of synchronization and
data exchange that may take place. We denote the composition of two components
K1 and K2 through a glue gl as gl{K1,K2}. The glue must be defined on the union
of the ports P1 and P2 of the components.

In order to separate the implementation phase of a component from its integra-
tion into the system under design, we use contracts [32, 30, 224] . A contract for a
component K describes the interface P of K, the interaction between K and its envi-
ronment E, the expected behavior of E, called the assumption A of the contract, and
the expected behavior of K, called the guarantee G. Assumptions and guarantees
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are in turn expressed as components, defining the interface and the behavior that
are considered acceptable from the environment and from the component. Thus,
formally, a contract C for an interface P is a triple (A,gl,G), where gl is a glue
operator on P ∪PA for some PA disjoint from P; the assumption A is a com-
ponent with interface PA; and the guarantee G is a component with interface P .
Note that the interface of the environment is implicitly defined by gl. Graphically,
we represent contracts as in Figure 8.1.
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Fig. 8.1: A contract (A,gl,G) for an interface P
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From a macroscopic point of view, we adopt a top-down design and verification
methodology (see Figure 8.2) in which global requirements are pushed progres-
sively from the top-level system to the low-level atomic components. As usual, this
is just a convenient representation; in real life, the final picture is always obtained
in several iterations alternatively going up and down the hierarchy [213]. While the
refinement relation between a specification and an implementation is at the core of
component-based design, in contract-based design refinement takes different forms
depending on whether it relates a system to a specification, two contracts or an im-
plementation to a contract. In this paper we use a methodology which divides the
design and verification process into three steps corresponding to these three forms
of refinement.

We assume that the system K under construction has to realize a global require-
ment ϕ together with an environment on which we may have some knowledge, ex-
pressed by a property A. Both ϕ and A are expressed w.r.t. the interface P of K. We
proceed as follows: (1) define a contract C = (A,gl,G) for P such that gl{A,G}
conforms to ϕ; (2) decompose K as subcomponents Ki connected through a glue
operator glI and provide a contract Ci for each of them; possibly iterate this step if
needed; (3) prove that whenever a set of implementations Ki satisfy their contracts
Ci, then their composition satisfies the top-level contract C (dominance) — and thus
guarantee ϕ; (4) provide such implementations.

The correctness proof for a particular system is therefore split into 3 phases:
conformance (denoted 4) of the system defined by the top-level contract C to ϕ;
dominance of C by the composition of the set of contracts {Ci} through glI ; and
satisfaction (denoted |=) of each Ci by the corresponding implementation Ki. Thus,
conformance relates closed systems, dominance relates contracts, while satisfaction
relates components to contracts.

The assumption of C1 is represented as one component A1 while in the actual
system K1 will be used in the context of three components, namely K2, K3 and A.
Thus, we need to relate the actual glues gl and glI to the glue gl1 of C1. In other
words, we need a glue glE1

to compose K2, K3 and A as well as an operation ◦ on
glues such that gl ◦ glI = gl1 ◦ glE1

. In most cases, ◦ cannot simply be composition
of functions and has to involve some flattening of the system.

8.2.1 Contract Framework

To summarize, we consider a component framework that smoothly supports com-
plex composition operators and hierarchical components. The elements of the com-
ponent framework are as follows:

Definition 1 (Component framework). A component framework is defined by a
tuple (K ,GL,◦,∼=) where:

• K is a set of components. Each component K ∈K has as interface a set of
ports, denoted PK and subset of our global set of ports Ports.
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• GL is a set of glues. A glue is a partial function 2K −→K transforming a set
of components into a new composite component. Each gl ∈ GL is defined on
a set of ports Sgl, called support set, and defines a new interface Pgl for the
new component, called exported interface. K = gl({K1, . . . ,Kn}) is defined if
K1, . . . ,Kn ∈K have disjoint interfaces, Sgl =

⋃n
i=1 PKi and PK = Pgl.

• ◦ is a partial operator on GL, called flattening, to compose glues. gl ◦ gl′ is
defined if Pgl′ ⊆ Sgl. Its support set is Sgl\Pgl′ ∪Sgl′ and its interface is Pgl.
• ∼=⊆K ×K is an equivalence relation between components.

We simplify our notation by writing gl{K1, . . . ,Kn} instead of gl({K1, . . . ,Kn}).
The equivalence relation∼= is typically used for relating composite components with
their semantics given as an atomic component. More importantly, ◦must be coherent
with ∼= in the sense that gl{gl′{K1},K2} ∼= (gl ◦ gl′){K1 ∪K2} for any sets of
components Ki such that all terms are defined.

After formalizing generic properties required from a component framework, we
now define the relations used in the methodology for dealing with contracts. Satis-
faction is usually considered as a derived relation and chosen as the weakest rela-
tion implying conformance and preserved by composition. We loosen the coupling
between satisfaction and conformance to obtain later stronger reasoning schemata
for dominance. Furthermore, we propose a representation of satisfaction as a set
of refinement under context relations denoted vA,gl and such that K vA,gl G iff
K |= (A,gl,G).

Definition 2 (Contract framework). A contract framework is defined by a tuple
(K ,GL,◦,∼=,4, |=) where:

• (K ,GL,◦,∼=) is a component framework.
• 4⊆K ×K is a preorder called conformance relating components having the

same interface.
• |= is a relation called satisfaction between components and contracts s.t.: the

relations vA,gl defined by K vA,gl G iff K |= (A,gl,G) are preorders; and, if
K |= (A,gl,G) then gl{A,K}4 gl{A,G}.

Our definition of satisfaction emphasizes the fact that |= can be seen as a set of
refinement relations where K vA,gl G means that K refines G in the context of A
and gl. The condition which relates satisfaction and conformance ensures that the
actual system gl{A,K} will conform to the global requirement ϕ discussed in the
methodology because 4 is transitive and gl{A,G}4 ϕ .

Example 1. Typical notions of conformance for labeled transition systems are trace
inclusion and its structural counterpart simulation. For these, satisfaction is usually
defined as the weakest relation implying conformance.

K |= (A,gl,G), gl{K,A}4 gl{G,A}

Dominance is a key notion for reasoning about contracts rather than using refine-
ment between components. Proving that a contract C dominates C ′ means showing
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that every component satisfying C also satisfies C ′.1 However, a dominance check
involves in general not just a pair of contracts: a typical situation would be the one
depicted in Figure 8.2, where a set of contracts {Ci}n

i=1 are attached to disjoint in-
terfaces {Pi}n

i=1. Besides, a glue glI is defined on P =
⋃n

i=1 Pi and a contract C is
given for P. In this context, a set of contracts {Ci}n

i=1 dominates a contract C w.r.t.
a glue glI if any set of components satisfying contracts Ci, when composed using
glI , makes a component satisfying C .

Definition 3 (Dominance). Let C be a contract on P , {Ci}n
i=1 a set of contracts on

Pi and glI a glue such that SglI =
⋃n

i=1 Pi and P = PglI . Then {Ci}n
i=1 dominates

C with respect to glI iff for all components {Ki}n
i=1:

(∀i : Ki |= Ci) =⇒ glI{K1, . . . ,Kn} |= C

Note that this formal definition of dominance does not help establishing domi-
nance in practice because looking at all possible components satisfying a contract is
not realistic. What we need is a sufficient condition that refers to assumptions and
guarantees, rather than components. One such condition is when the composition of
the low-level guarantees Gi satisfies the top-level contract C and furthermore each
low-level assumption Ai is discharged by the abstraction of its environment defined
by the guarantees of the other components. Formally:{

glI{G1, ... ,Gn} |= C
∀i : glEi

{A,G1, ... ,Gi−1,Gi+1, ... ,Gn} |= C−1
i

(8.1)

where for any contract Ci = (Ai,gli,Gi) we use the notation C−1
i to denote the

contract (Gi,gli,Ai).
In the next subsection, we provide two rules which indeed make the previous

condition sufficient for establishing dominance: one is similar to circular assume-
guarantee reasoning and the other one deals with preservation of satisfaction by
composition. This result is particularly significant because one can check dominance
while avoiding composition of contracts, which is impossible in the general case and
leads to state explosion in most concrete contract frameworks.

8.2.2 Reasoning within a Contract Framework

We use here the representation of satisfaction as a set of refinement under context
relationsvA,gl where K vA,gl G if and only if K |= (A,gl,G). The usual non-circular
assume-guarantee rule reads as follows in our context:

1 One may also need to ensure that the assumptions of the low-level contracts are indeed satisfied
in the actual system. This is achieved by strengthening the definition with:

∀E on PA, if E |= (G′,gl′,A′) then E |= (G,gl,A)
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K vA,gl G∧E v A =⇒ K vE,gl G

where E v A denotes that for any component G and gl such that vG,gl is defined
E vG,gl A. This rule relates the behavior of K, when composed with the abstract
environment A, to the behavior of K, when composed with its actual environment
E. However it is quite limited as it imposes a very strong condition on E. Hence the
following rule which is commonly referred to as circular reasoning.

K vA,gl G∧E vG,gl A =⇒ K vE,gl G

Note that E and K may symmetrically rely on each other. For a given contract frame-
work, this property can be proven by an induction based on the semantics of com-
position and refinement. Unfortunately, circular reasoning is not sound in general.
In particular it does not hold for parallel composition with synchronizations (as in
Petri nets or process algebras) or instantaneous mutual dependencies between inputs
and outputs (as in synchronous formalisms). The following example illustrates one
possible reason for the non validity of circular reasoning2.

Example 2. Consider a contract framework where components are labeled transi-
tion systems and composition is strong synchronization between corresponding la-
bels and interleaving of others denoted ‖. Define conformance as simulation and
satisfaction as the usual relation defined in Example 1. The circular reasoning rule
translates into: if K ‖A is simulated by G‖A and E ‖G is simulated by A‖G then
K ‖E is simulated by G ‖E. In the example of Figure 8.3, both G and A forbid
a synchronization between bK and bE from occurring. This allows their respective
refinements according to v4, namely K and E, to offer respectively bK and bE ,
since they can rely on respectively G and A to forbid their actual occurrence. But
obviously, the composition K ‖E now allows a synchronization between bK and bE .

aKbK
aK aE aEbE

G AK E

Fig. 8.3:K ‖A4G‖A and E ‖G4A‖G but K ‖E 64G‖E.

Note that this satisfaction relation can be strengthened to obtain a more restrictive
relation for which circular reasoning is sound. This is the approach taken for the L1
contract framework in Section 8.3.2, where we need circular reasoning to avoid
composition of contracts.

2 Note that non-determinism is another reason here for the non validity of circular reasoning.
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A second rule which is used for compositional reasoning in most frameworks is:
if I v S, then I ‖ E v S ‖ E.It states that if an implementation I refines its spec-
ification S then it refines it in any environment E. The equivalent of this rule for
satisfaction is more complex as refinement here relates closed systems.

Definition 4. Satisfaction |= is preserved by composition iff for any component E,
gl such that Sgl =PE ∪P for some P such that P ∩PE = /0 and glE , E1,E2 such
that E = glE{E1,E2}, the following holds for any components I, S on P:

I vE,gl S =⇒ gl1{I,E1} vE2,gl2 gl1{S,E1}

where gl1 and gl2 are such that gl◦glE = gl2 ◦gl1.

We now have the ingredients to formalize our sufficient condition for dominance.
This condition reduces a dominance proof to a set of satisfaction checks, one for the
refinement between the guarantees and n for discharging individual assumptions.

Theorem 1. Suppose that circular reasoning is sound and satisfaction is preserved
by composition. If ∀i ∃glEi

: gl◦glI = gli ◦glEi
then to prove that {Ci}n

i=1 dominates
C w.r.t. gl, it is sufficient to prove that condition (1) holds.

8.3 Circular Reasoning in Practice

In this section, we show how the results presented in the previous section have been
applied within the SPEEDS project: we define two contract frameworks, called L0
and L1, and show how to combine them.

8.3.1 The L0 Framework

A component K with interface PK at level L0 of HRC is defined as a set of behav-
iors in the form of traces, or runs, over PK . The behaviors correspond to the history
of values seen at the ports of the component for each particular behavior. For in-
stance, these histories could be the traces generated by a labeled transition system
(LTS). Composition is defined as a composite that retains only the matching behav-
iors of the components. If the ports of the two components have the same names,
composition at the level of trace sets boils down to a simple intersection of the sets
of behaviors. Because in our framework components must have disjoint sets of ports
under composition, we must introduce glues, or connectors, as explicit components
that establish a synchronous relation between the histories of connected ports. The
collection of these simple connectors forms the glues gl ∈ GL of our framework at
the L0 level.

We can model a glue as an extra component Kgl, whose set of ports includes all
the ports of the components involved in the composition. This component has as
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set of behaviors all the identity traces. Composition can then be taken as the inter-
section of the sets of behaviors of the components, together with the glue. To make
this work, we must also equalize the ports of all trace sets using inverse projection
proj−1

Pi,P
, which extends behaviors over P1 with the appropriate additional ports

of P . If we denote the interface of the composite as Pgl, and if K = {K1, . . . ,Kn}
is a set of components such that P1, . . . ,Pn are pairwise disjoint, then a glue gl for
K is a component Kgl defined on the ports P = Pgl∪ (

⋃n
i=1 Pi), and:

K = gl{K1, . . . ,Kn}
= projpgl,P

(
Kgl∩proj−1

P1,P
(K1)∩·· ·∩proj−1

Pn,P
(Kn)

)
The definition of ◦ is straightforward: since glues are themselves components,

their composition follows the same principle as component composition. Finally,
the ∼= relation on K is taken as equality of sets of traces.

In the L0 model there exists a unique maximal component satisfying a contract
C , namely MC = G∪¬A, where ¬ denotes the operation of complementation on
the set of all behaviors over ports PA. A contract C = (A,G) is in canonical form
when G = MC . Every contract has an equivalent contract in canonical form, which
is obtained by replacing G with MC . The operation of computing a canonical form
is well defined, since the maximal implementation is unique, and it is idempotent. It
is easy to show that K |= C if and only if K ⊆MC .

The L0 contract framework has strong compositional properties, which derive
from its simple definition and operators [30]. The theory, however, depends on the
effectiveness of certain operators, complementation in particular, which are nec-
essary for the computation of canonical forms. While the complete theory can be
formulated without the use of canonical forms, complementation remains funda-
mental in the definition of contract composition, which is at the basis of system
construction. Circular reasoning is not sound for contracts which are not in canoni-
cal form (Example 2 is a counter-example in that case). This is a limitation of the L0
framework, since working with canonical forms could prove computationally hard.

8.3.2 The L1 Framework

L1 composition is based on interactions, which involve non-empty sets of ports. An
interaction is defined by the components that synchronize when it takes place and
the ports through which these components synchronize. Interactions are structured
into connectors which are used as a mechanism for encapsulation: only these con-
nectors appear at the interface of a composite component. This enables to abstract
the behavior of a component in a black-box manner, by describing which connector
is triggered but not exactly which interaction takes place. Furthermore L1 is expres-
sive enough to encompass synchronous systems.
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Definition 5. An atomic component on a interface P is defined by an LTS K =
(Q,q0,2P ,−→), where Q is a set of states, q0 an initial state and−→ ⊆Q×2P×Q
is a transition relation.

Note that atomic components are labeled by sets of ports rather than ports be-
cause we allow several ports of a component to be triggered at the same time.

Definition 6. An interaction is a non-empty set of ports. A connector γ is defined
by a set of ports Sγ called the support set of γ , a port pγ called its exported port and
a set I (γ) of interactions in Sγ .

The notions of support set and exported port are illustrated in Figure 8.4, where
connectors relate in a composition a set of inner ports (of the subcomponents) to an
outer port (of the composite component). One should keep in mind that a connector
γ , and thus the exported port pγ , represents a set of interactions rather than a single
interaction.

Typical connectors represent rendezvous (only one interaction, equal to the sup-
port set), broadcast (all the interactions containing a specific port called trigger) and
also mutual exclusion (some interactions but not their union).
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Fig. 8.4: The role of connectors in a composition

We now define glues as sets of connectors which may be used together in order
to compose components.

Definition 7. A glue gl on a support set Sgl is a set of connectors with distinct ex-
ported ports and with support sets included in Sgl.

A glue gl defines as exported interface Pgl the set {pγ | γ ∈ gl}. Besides, I (gl)
denotes the set of all interactions of the connectors in gl, i.e.: I (gl) =

⋃
γ∈gl I (γ).

In Figure 8.4, gl is composed of connectors γ and γ ′ and defines a composite com-
ponent denoted gl{K1,K2}.

Definition 8. A component is either an atomic component or it is inductively de-
fined as the composition of a set of components {Ki}n

i=1 with disjoint interfaces
{Pi}n

i=1 using a glue gl on P =
⋃n

i=1 Pi. Such a composition is called a composite
component on Pgl and it is denoted gl{Ki}n

i=1.
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So far, we have defined components and glues. Glues can be composed so as to
allow flattening of components. Such a composition requires to handle hierarchical
connectors built by merging connectors defined at different levels of hierarchy. The
definition of the operator ◦ used for this purpose is omitted here and can be found
in [102]. Connectors whose exported ports and support sets are not related are called
disjoint and need not be composed. The operator ◦ is then easily extended to glues:
the composition gl◦gl′ of two glues gl and gl′ is obtained from gl∪gl′ by inductively
composing all connectors which are not disjoint.

We can now formally define the flattened form of a component. This in turn
will allow us to provide an equivalence relation between components based on
the semantics of their flattened form. A component is called flat if it is atomic or
of the form gl{K1, . . . ,Kn}, where all Ki are atomic components. A component
that is not flat is called hierarchical. A hierarchical component K is of the form
gl{K1, . . . ,Kn} such that at least one Ki is composite. Thus, such a K can be repre-
sented as gl{gl′{K 1},K 2}, where K 1 and K 2 are sets of components.

Definition 9. The flattened form of a component K is denoted flat(K) and defined
inductively as:

• if K is a flat component, then flat(K) is equal to K.
• otherwise, K is of the form gl{gl′{K 1},K 2}, and then flat(K) is the flattened

form of (gl◦gl′){K 1∪K 2}.

Definition 10. The semantics JKK of a flat component K = gl{K1, . . . ,Kn} is defined
as (Q,q0,I (gl),−→), where Q = ∏

n
i=1 Qi, q0 = (q0

1, . . . ,q
0
n) and −→ is such that:

given two states q1 = (q1
1, . . . ,q

1
n) and q2 = (q2

1, . . . ,q
2
n) in Q and an interaction α ∈

I (gl), q1 α−→ q2 if and only if ∀i,q1
i

αi−→i q2
i , where αi = α ∩Pi.

We use the convention that ∀q : q /0−→ q so components not involved in an in-
teraction do not move. Thus the semantics of a flat component is obtained as the
composition of its constituting LTS where labels are synchronized according to the
interactions of I (gl).

We then define equivalence ∼= as follows: two components are equivalent if their
flattened forms have the same semantics. Note that in practice one would prefer
to define the semantics of a hierarchical component as a function of the semantics
of its constituting components. In presence of encapsulation this requires to distin-
guish between closed and open systems and thus to provide two different semantics.
Details can be found in [102].

We now have the ingredients for defining the L1 component framework and we
focus on its contract framework.

Definition 11. K1 4L1 K2 if and only if JK1K is simulated by JK2K.

Thus L1-conformance is identical to L0-conformance for components without
non-observable non-determinism, and otherwise stronger. Note that in verification
tools, in order to check trace inclusion efficiently, one will generally check simula-
tion anyway. Satisfaction is defined as follows.
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Definition 12. A component K satisfies a contract C = (A,gl,G) for PK , denoted
K |=L1 (A,gl,G), if and only if:{

gl{K,Adet}4L1 gl{G,Adet}
(qK ,qA)R (qG,q′A)∧∃q′K : qK

α−→K q′K =⇒ ∃q′G : qG
α−→G q′G

where Adet is the determinization of A, R is the relation on states proving that
gl{K,Adet}4L1 gl{G,Adet} and α ∈ 2PK is such that ∃α ′ ∈I (gl) : α ⊆ α ′.

Thus |=L1 strengthens the satisfaction relation used in the L0 framework by: 1)
determinizing A; 2) requiring every transition of K to have a counterpart in each
related state of G — unless it is structurally forbidden by gl — but the target states
of the transition need to be related only if the environment allows this transition. As
a consequence, |=L1 allows circular reasoning.

8.3.3 Relaxed Circular Reasoning

We have presented in the previous sections two contract frameworks developed in
the SPEEDS project. We show now how we use their respective tool chains together.
Unifying the L0 and L1 component frameworks is quite straightforward. Neverthe-
less, we have introduced two different notions of satisfaction: |=L0 and |=L1 where
the second one is strictly stronger than the first one. To combine results based on
L0 and L1, we propose a rule called relaxed circular reasoning for two (possibly
different) refinement relations:

K v1
A,gl G∧E v2

G,gl A =⇒ K v1
E,gl G

This rule generalizes circular and non-circular reasoning by not restricting v2
G,gl

to refinement under context v1
G,gl or refinement in any context v1. Depending on

which relation is the most restrictive it can be used in two different ways:

1. If the first relation allows circular reasoning and is stronger than the second one
(i.e. K v1

A,gl G =⇒ K v2
A,gl G) then our new rule relaxes circular reasoning by

requiring E v2
G,gl A rather than E v1

G,gl A.
2. Symmetrically, if the first relation does not allow circular reasoning and refine-

ment in any context v1 is stronger than the second one then this rule relaxes
non circular reasoning by requiring E v2

G,gl A rather than E v1 A.

Interestingly, relaxed circular reasoning can be used both ways for L0- and L1-
satisfaction. First it leads to a relaxed sufficient condition for dominance in L1.

Theorem 2. K vL1
A,gl G∧E vL0

G,gl A implies K vL1
E,gl G.

Theorem 3. If ∀i∃glEi
: gl◦glI = gli ◦glEi

the following is sufficient to prove that C
dominates {Ci}i=1..n w.r.t. gl:
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glI{G1, . . . ,Gn} |=L1 C
∀i : glEi

{A,G1, . . . ,Gi−1,Gi+1, . . . ,Gn} |=L0 C−1
i

In that case, checking that contracts {Ci}n
i=1 L1-dominate a contract C requires

one L1-satisfaction check and n L0-satisfaction checks. This is particularly inter-
esting since checking L0-satisfaction may be achieved by using other tools or ap-
proaches (that may not need circular reasoning). Moreover, dominance can be es-
tablished more often as L1-satisfaction is stronger than L0-satisfaction. Second:

Theorem 4. K vL0
A,gl G∧E vL1

G,gl A implies K vL0
E,gl G.

This result made it possible in SPEEDS to incorporate results from tools check-
ing L0-satisfaction with results obtained through L1-dominance (implemented by a
set of L1-satisfaction checks), thus building a complete tool chain.

8.4 Conclusion and Future Work

The work presented in this paper has been motivated by the necessity of combin-
ing contract-based verification tools and corresponding results for two component
frameworks L0 and L1 defined in the context of the European SPEEDS project.
In particular, we were interested in using dominance results established in L1 —
and which cannot be obtained using the L0 refinement relation — for further rea-
soning in L0. To that purpose, we have presented an abstract notion of contract
framework for a given component framework that defines three different notions of
refinement, that is, conformance, dominance and satisfaction. We show how to de-
rive these notions from refinement of closed systems and refinement under context
and we provide a methodology for compositional and hierarchical verification of
global properties.

We have studied circular reasoning as a powerful means for proving dominance.
As circular reasoning does not always hold for usual notions of refinement, we pro-
vide proof rules for dominance relying on a relaxed notion of circular reasoning
based on two notions of refinement. We have then shown that our abstract frame-
work is general enough to represent both L0 and L1 as specific instances and proved
that the L0 and L1 refinement relations satisfy the condition for relaxed circular rea-
soning.

This approach was applied to only simple case studies in the SPEEDS project
and should therefore rather be seen as a proof of concept. The practical relevance of
such an approach is that it opens up ways of connecting tools that work at different
levels of abstraction, and relate their results to prove stronger properties. In addition,
our results relax the requirements on the tools, since circular reasoning would not
be needed at the L0 level.
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89. Feng, L., Chen, D.J., Lönn, H., Törngren, M.: Verifying System Behaviors in EAST-ADL2
with the SPIN Model Checker. In: Mechatronics and Automation (ICMA), 2010 Interna-
tional Conference on, pp. 144 –149 (2010)

90. FMCSA: Forward Collision Warning Systems (CWS) (2005). http://www.fmcsa.dot.gov/
facts-research/research-technology/report/forward-collision-warning-systems.htm

91. France, R., Ghosh, S., Dinh-Trong, T., Solberg, A.: Model-driven development using uml
2.0: promises and pitfalls. Computer 39(2), 59–66 (2006). DOI 10.1109/MC.2006.65

92. Garcı́a, J.G., Harbour, M.G.: Optimized priority assignment for tasks and messages in dis-
tributed hard real-time systems. In: Workshop on Parallel and Distributed Real-Time Systems
(1995)

93. Garner, G., Gelter, A., Teener, M.: New simulation and test results for IEEE 802.1as timing
performance. In: International Symposium on Precision Clock Synchronization for Measure-
ment, Control and Communication, pp. 1–7 (2009)

94. George, L., Rivierre, N., Spuri, M.: Preemptive and Non-Preemptive Real-Time UniProces-
sor Scheduling. Research Report RR-2966, INRIA (1996)

95. Ghattas, R., Dean, A.G.: Preemption threshold scheduling: Stack optimality, enhancements
and analysis. In: Proceedings of the 13th IEEE Real Time and Embedded Technology and
Applications Symposium, RTAS ’07, pp. 147–157. IEEE Computer Society, Washington,
DC, USA (2007)

96. Ghosal, A., Limaye, R., Ravindran, K., Tripakis, S., Prasad, A., Wang, G., Tran, T.N., An-
drade, H.: Static Dataflow with Access Patterns: Semantics and Analysis. In: Proc. of the
49th Annual Design Automation Conference, DAC ’12, pp. 656–663. ACM, New York, NY,
USA (2012)

97. Girault, A., Lee, B., Lee, E.A.: Hierarchical Finite State Machines with Multiple Concur-
rency Models. IEEE Transactions on Computer-Aided Design 18(6), 742–760 (1999)

98. Glaß, M., Herrscher, D., Meier, H., Piastowski, M., Schoo, P.: SEIS – Security in Embedded
IP-based Systems. ATZelektronik worldwide 1, 36–40 (2010)

99. Glaß, M., Lukasiewycz, M., Teich, J., Bordoloi, U., Chakraborty, S.: Designing heteroge-
neous ECU networks via compact architecture encoding and hybrid timing analysis. In:
Proceedings of Design Automation Conference (DAC), pp. 43–46 (2009)

100. Gomaa, H.: Designing Concurrent, Distributed, and Real-Time Applications with Uml, 1st
edn. Addison-Wesley Longman Publishing Co., Inc., Boston, MA, USA (2000)

101. Gomma, H.: A Software Design Method for Real-time Systems. Communications ACM
27(9), 938–949 (1984)

102. Graf, S., Passerone, R., Quinton, S.: Contract-based reasoning for component systems with
complex interactions. Research report TR-2010-12, VERIMAG (2010 updated 2013)

103. Graf, S., Russ, T., Glaß, M., Teich, J.: Considering MOST150 during virtual prototyping of
automotive E/E architectures. In: Proceedings of the Automotive meets Electronics (AmE),
pp. 116–121 (2012)



208 References
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262. Streubühr, M., Gladigau, J., Haubelt, C., Teich, J.: Efficient Approximately-Timed Perfor-

mance Modeling for Architectural Exploration of MPSoCs. In: Advances in Design Methods
from Modeling Languages for Embedded Systems and SoC’s, vol. 63, pp. 59–72. Springer
(2010)

263. Stuijk, S., Geilen, M., Basten, T.: Exploring Trade-offs in Buffer Requirements and Through-
put Constraints for Synchronous Dataflow Graphs. In: Proc. of DAC ’06, pp. 899–904 (2006)

264. System Modeling Language. http://www.omg.org/sysml
265. Tarjan, R.: Depth-first Search and Linear Graph Algorithms. SIAM Journal on Computing

1(2), 146–160 (1972)



216 References

266. Texas Instruments, Inc.: TMS320C6678 Multicore Fixed and Floating-Point Digital Signal
Processor Data Manual (2012)

267. The ATESST2 Consortium: EAST ADL 2.0 Specification. Project Deliverable D4.1.1.
http://http://www.east-adl.info/repository/EAST-ADL2.1/EAST-ADL-Specification 2010-
06-30.pdf (2010)

268. The MAENAD Consortium: Language Concepts Supporting Engineering Scenarios. Project
Deliverable D3.1.1. http://www.maenad.eu/publications.html (2012)

269. The Mathworks, Inc.: Matlab simulink. www.mathworks.com
270. The MathWorks Inc.: Simulink User’s Guide (2005). URL http://www.mathworks.com
271. Theelen, B.D., Geilen, M.C.W., Basten, T., Voeten, J.P.M., Gheorghita, S.V., Stuijk, S.: A

Scenario-aware Data Flow Model for Combined Long-run Average and Worst-case Perfor-
mance Analysis. In: Proc. of MEMOCODE’06, pp. 185–194 (2006)

272. Thiele, L., Chakraborty, S., Naedele, M.: Real-time calculus for scheduling hard real-time
systems. In: Symp. on Circuits and Systems (ISCAS) (2000). DOI 10.1109/ISCAS.2000.
858698

273. TIMMO Consortium: TIMMO-2-USE. Http://www.timmo-2-use.org/
274. TIMMO Consortium: TADL: Timing Augmented Description Language, Version 2. TIMMO

(TIMing MOdel), Deliverable 6 (2009)
275. TIMMO Consortium: TIMMO Methodology , Version 2. TIMMO (TIMing MOdel), Deliv-

erable 7 (2009). The TIMMO Consortium
276. TIMMO Consortium: Mastering Timing Information for Advanced Automotive Systems

Engineering – In the TIMMO-2-USE Brochure (2012). http://www.timmo-2-use.org/pdf/
T2UBrochure.pdf

277. Tindell, K.: Adding Time-Offsets to Schedulability Analysis. Tech. rep., Department of
Computer Science, University of York, England (1994)

278. Tindell, K., Burns, A., Wellings, A.: Calculating Controller Area Network (CAN) Message
Response Times. Control Engineering Practice 3, 1163–1169 (1995)

279. Tindell, K.W.: An extendible approach for analysing fixed priority hard real-time systems.
Journal of Real-Time Systems 6, 133–152 (1994)

280. Törngren, M., Chen, D., Malvius, D., Axelsson, J.: Automotive Embedded Systems Hand-
book, chap. Model-Based Development of Automotive Embedded Systems. CRC Press
(2009)

281. Tripakis, S., Andrade, H., Ghosal, A., Limaye, R., Ravindran, K., Wang, G., Yang, G., Ko-
rnerup, J., Wong, I.: Correct and Non-Defensive Glue Design using Abstract Models. In:
Proc. of the Seventh IEEE/ACM/IFIP International Conference on Hardware/Software Code-
sign and System Synthesis, CODES+ISSS ’11, pp. 59–68. ACM, New York, NY, USA (2011)

282. Tripakis, S., Lickly, B., Henzinger, T.A., Lee, E.A.: On relational interfaces. In: Proc. of
EMSOFT’09, pp. 67–76 (2009)

283. Ulversoy, T.: Software defined radio: Challenges and opportunities. Communications Sur-
veys Tutorials, IEEE PP(99), 1–20 (2010). DOI 10.1109/SURV.2010.032910.00019

284. Unified Modeling Language, 2.0. http://www.omg.org/uml
285. Velasco, M., Martı́, P., Bini, E.: Control-driven tasks: Modeling and analysis. In: Proceed-

ings of the 2008 Real-Time Systems Symposium, RTSS ’08, pp. 280–290. IEEE Computer
Society, Washington, DC, USA (2008)

286. Vidal, J., de Lamotte, F., Gogniat, G., Soulard, P., Diguet, J.P.: A co-design approach for
embedded system modeling and code generation with uml and marte. In: Design, Automation
Test in Europe Conference Exhibition, 2009. DATE ’09., pp. 226–231 (2009)

287. Volvo AB: Volvo Construction Equipment. http://www.volvoce.com
288. Wang, S., Merrick, J.R., Shin, K.G.: Component Allocation with Multiple Resource Con-

straints for Large Embedded Real-Time Software Design. In: IEEE Real-Time and Embed-
ded Technology and Applications Symposium, pp. 219–226 (2004)

289. Wang, S., Shin, K.G.: Task Construction for Model-Based Design of Embedded Control
Software. IEEE Transactions on Software Engineering 32(4), 254–264 (2006)

290. Ward, P., Mellor, S.: Structured Development for Real-time Systems. Prentice Hall (1985)



References 217

291. Wu, S., Shen, C., Sane, N., Davis, K., Bhattacharyya, S.: Parameterized scheduling for signal
processing systems using topological patterns. In: Proceedings of the International Confer-
ence on Acoustics, Speech, and Signal Processing, pp. 1561–1564. Kyoto, Japan (2012)

292. Xilinx Inc.: System Generator for DSP: Getting Started Guide. URL www.xilinx.com
293. Xilinx Inc.: Xilinx Core Generator, ISE Design Suite 12.1. Xilinx Inc. (2010)
294. Yang, X.: A feasibility study of uml in the software defined radio. In: Electronic Design,

Test and Applications, 2004. DELTA 2004. Second IEEE International Workshop on, pp.
157–162 (2004). DOI 10.1109/DELTA.2004.10050

295. Yices: An SMT Solver. http://yices.csl.sri.com/
296. Yovine, S.: Kronos: A verification tool for real-time systems. (kronos user’s manual release

2.2). International Journal on Software Tools for Technology Transfer 1, 123–133 (1997)
297. Zaki, G., Plishker, W., Bhattacharyya, S., Clancy, C., Kuykendall, J.: Vectorization and map-

ping of software defined radio applications on heterogeneous multi-processor platforms.
In: Proceedings of the IEEE Workshop on Signal Processing Systems, pp. 31–36. Beirut,
Lebanon (2011)

298. Zhao, Y.: On the Design of Concurrent, Distributed Real-Time Systems. Ph.D. thesis, EECS
Department, University of California, Berkeley (2009)

299. Zhu, Y., Sun, Z., Wong, W.F., Maxiaguine, A.: Using uml 2.0 for system level design of real
time soc platforms for stream processing. In: Embedded and Real-Time Computing Systems
and Applications, 2005. Proceedings. 11th IEEE International Conference on, pp. 154–159
(2005). DOI 10.1109/RTCSA.2005.101

300. Zivojnovic, V., Ritz, S., Meyr, H.: Retiming of DSP programs for optimum vectorization. In:
Proceedings of the International Conference on Acoustics, Speech, and Signal Processing,
pp. 492–496 (1994)

301. 3GPP LTE: The Mobile Broadband Standard (2008). URL http://www.3gpp.org/




