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This book is an edited collection of contributions in selected topics related to embedded systems modeling, analysis and synthesis. Most contributions are extended versions of papers that originally appeared throughout several workshops organized in the context of the Embedded Systems Week and Real-Time Systems Symposium in the last months of 2011. The workshops targeted topics and challenges related to the use of models for the design, analysis, and synthesis of Embedded Systems. Problems and solutions were discussed for different stages in the development process and apply to the system-level view, as well as to the design, analysis and synthesis of components and subsystems and the behaviors therein. These workshops were the WSS, Workshop on Software Synthesis, the TiMoBD, Time Analysis and Model-Based Design, and the SOMRES, Workshop on Synthesis and Optimization Methods for Real-Time Embedded Systems.

As workshop organizers and editors of this book, we believe that these are very special times for embedded and cyber-physical systems researchers and developers. A time of opportunity, because of the need and emergence of feature-rich, complex, distributed systems and the need to tame their complexity in new ways, including the adoption of model-based development, new analysis methods and design synthesis techniques, and true component-based development, in which functional and platform assemblies are correct-by-construction.

This book collects contributions on different topics, including system and software models, innovative architectures (including OS and resource managers), formal methods, model checking and analysis techniques, software synthesis, system optimization and real-time networks, with the ambitious objective of providing useful insights and innovative ideas on how to solve very complex problems throughout the entire (model-based) development cycle. Contrary to other books on the subject, we attempt at reconciling the two communities of Model-Based and Model-Driven Design, which often operate in independent ways, with only a few fortunate exceptions.

Regardless of the workshop organization, the selected paper have been organized according to their topics and divided in chapters that better fit the stages in the development process rather than an abstract classification based, for example, on lan-
guages, algorithmic solutions or methods. The intended audience includes of course the general community of embedded systems researchers, but we believe several topics and contributions should be also of interest for developers, tool vendors and development process experts. Several contributions are provided by industry developers and researchers and refer to upcoming commercial products, methods and tools. The applicability of most other results is demonstrated by use cases and/or project experiences.

We would like to acknowledge all authors, the workshop audiences that provided constructive feedback and interesting discussion, which eventually found their way into improved and new content and the assistant editors at Springer.

Berkeley, Montreal, Pisa, Dortmund, March 2013
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Chapter 8
Contract-Based Reasoning for Component Systems with Rich Interactions

Susanne Graf, Roberto Passerone and Sophie Quinton

Abstract In this paper we propose a rule unifying circular and non-circular assume-guarantee reasoning and show its interest for contract-based design and verification. Our work was motivated by the need to combine, in the top-down methodology of the FP7 SPEEDS project, partial tool chains for two component frameworks derived from the HRC model and using different refinement relations. While the L0 framework is based on a simple trace-based representation of behaviors and uses set operations for defining refinement, the more elaborated L1 framework offers the possibility to build systems of components with complex interactions. Our approach in L1 is based on circular reasoning and results in a method for checking contract dominance which does not require the explicit composition of contracts. In order to formally relate results obtained in L0 and L1, we provide a definition of the minimal concepts required by a consistent contract theory and propose abstract definitions which smoothly encompass hierarchical components. Finally, using our relaxed rule for circular reasoning, we show how to use together the L0 and L1 refinement relations and as a result their respective tool chains.
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8.1 Introduction

Contract and interface frameworks are emerging as the formalism of choice for system designs that require large and distributed teams, or where the supply chain is complex [242, 64, 65]. This style of specification is typically employed for top-down design of systems of components, where the system under design is built by a sequence of decomposition and verification steps. In this paper we present and study some distinctive features of contract theories for frameworks in which the interaction between components is “rich”, i.e., more complex than the usual input/output (I/O) communication. One such component framework is BIP [26] which allows multi-party synchronizations scheduled according to priorities. In addition, we show how to combine results obtained using different contract refinement relations.

Our work has its practical motivation in the component framework HRC [29, 32, 64, 65] (standing for Heterogeneous Rich Components) defined in the FP7 IP project SPEEDS [255], which has been reused in the FP7 STREP project COMBEST [60] and the ARTEMIS project CESAR [51]. The HRC model defines component properties in terms of extended transition systems and provides several composition models, ranging from low-level semantic composition to composition frameworks underlying the design tools used by system designers. More precisely, HRC is organized around two abstraction levels called L0 and L1 and describing respectively the core level and the analysis tool level of HRC [210]. That is, L0 determines the expressive power of the entire model and there exist translations from L1 models to L0. On the other hand, L1 extends the core model with concepts such as coordination mechanisms — the rich interactions mentioned in the title. Analysis tools can then take advantage of these additional concepts to make system descriptions more concise and therefore verification more efficient.

Our objective is to allow combined use of synchronous tools like Simulink [269] for L0 and synchronization-based tools like BIP for L1, which have complementary strengths. For example, Simulink is very convenient for modeling physical dynamic systems or streaming applications. In contrast BIP, which encompasses rich interactions, is well adapted for describing the dynamic behavior of sets of components depending on available resources for memory, energy, communication bandwidth etc. We are interested in this paper in the relation between the L0 and L1 contract frameworks as we want to use verification results established in L1 for further reasoning within L0. The presence of rich interactions in L1 makes contract composition problematic and leads us to focus instead on circular reasoning, which allows a component and its environment to be refined concurrently — each one relying on the abstract description of its context — and entails an interesting rule for proving dominance, i.e., refinement between contracts. In order to relate L0 and L1, we define a generic contract framework that uses abstract composition operators and thus encompasses a variety of interaction models, including those for L0 and L1. Finally, we show how to use a relaxed rule for circular reasoning to combine partial tool chains for both frameworks into a complete tool chain for our methodology.

To the best of our knowledge, this is the first time that a rule combining different refinement relations is proposed and used to unify two contract frameworks.
While circular reasoning has been extensively studied, e.g. in [6, 173], existing work focuses on finding sufficient conditions for soundness of circular reasoning while we focus on how to use circular reasoning in a contract-based methodology. Non-circular assume-guarantee reasoning is also a topic of intense research focused on finding a decomposition of the system that satisfies the strong condition imposed on at least one of its components [59]. Finally, our contract frameworks are related to interface automata [2]. Since de Alfaro and Henzinger’s seminal paper many contract and interface theories have been developed for numerous frameworks (see e.g. [153, 282, 71, 229, 231, 230] to name just a few). However these theories focus on composition of contracts while we strive to avoid that and furthermore they do not handle rich interactions. Examples include [154, 230] based on modal I/O automata and [282] defining relational interfaces for capturing functional dependencies between inputs and outputs of an interface. Preliminary versions of our contract framework appeared in [224, 109] but did not address the question of combining results obtained for different refinements.

This paper is structured as follows: Section 8.2 describes our design and verification methodology as well as generic definitions of component and contract framework. It then discusses sufficient reasoning rules for establishing dominance without composing contracts. Section 8.3 presents how the proposed approach is applied to the \( L_0 \) and \( L_1 \) frameworks. In particular it shows how their different satisfaction relations may be used together using relaxed circular reasoning and discusses practical consequences of this result. Section 8.4 concludes the paper. The proofs of all theorems presented in this paper are presented in [102].

### 8.2 Design Methodology

Our methodology is based on an abstract notion of component. We characterize a component \( K \) by its interface defined as a set \( \mathcal{P} \) of ports which describe what can be observed by its environment. We suppose given a global set of ports \( \text{Ports} \), which all sets of ports in the following are subsets of. In addition, components are also characterized by their behavior. At this level of abstraction, we are not concerned with how behaviors are represented and develop our methodology independently of the particular formalism employed. Interactions (potentially complex) between components are expressed using the concept of glue operator [254]. A glue defines how the ports of different components are connected and the kind of synchronization and data exchange that may take place. We denote the composition of two components \( K_1 \) and \( K_2 \) through a glue \( gl \) as \( gl\{K_1, K_2\} \). The glue must be defined on the union of the ports \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) of the components.

In order to separate the implementation phase of a component from its integration into the system under design, we use contracts [32, 30, 224]. A contract for a component \( K \) describes the interface \( \mathcal{P} \) of \( K \), the interaction between \( K \) and its environment \( E \), the expected behavior of \( E \), called the assumption \( A \) of the contract, and the expected behavior of \( K \), called the guarantee \( G \). Assumptions and guarantees
are in turn expressed as components, defining the interface and the behavior that are considered acceptable from the environment and from the component. Thus, formally, a contract $C$ for an interface $P$ is a triple $(A, gl, G)$, where $gl$ is a glue operator on $P \cup P_A$ for some $P_A$ disjoint from $P$; the assumption $A$ is a component with interface $P_A$; and the guarantee $G$ is a component with interface $P$. Note that the interface of the environment is implicitly defined by $gl$. Graphically, we represent contracts as in Figure 8.1.

$$C = (A, gl, G)$$

![Fig. 8.1: A contract $(A, gl, G)$ for an interface $P$](image)

The proof of conformance, decomposition and dominance is shown in Figure 8.2.

$$K_1 \models \mathcal{C}_1 \quad K_2 \models \mathcal{C}_2 \quad K_3 \models \mathcal{C}_3$$

$satisfaction$

$$gl\{A, gl\{K_1, K_2, K_3\}\} \preceq \varphi$$

![Fig. 8.2: Proof of $gl\{A, gl\{K_1, K_2, K_3\}\} \preceq \varphi$](image)
From a macroscopic point of view, we adopt a top-down design and verification methodology (see Figure 8.2) in which global requirements are pushed progressively from the top-level system to the low-level atomic components. As usual, this is just a convenient representation; in real life, the final picture is always obtained in several iterations alternatively going up and down the hierarchy [213]. While the refinement relation between a specification and an implementation is at the core of component-based design, in contract-based design refinement takes different forms depending on whether it relates a system to a specification, two contracts or an implementation to a contract. In this paper we use a methodology which divides the design and verification process into three steps corresponding to these three forms of refinement.

We assume that the system $K$ under construction has to realize a global requirement $\varphi$ together with an environment on which we may have some knowledge, expressed by a property $A$. Both $\varphi$ and $A$ are expressed w.r.t. the interface $\mathcal{P}$ of $K$. We proceed as follows: (1) define a contract $\mathcal{C} = (A, gl, G)$ for $\mathcal{P}$ such that $gl\{A, G\}$ conforms to $\varphi$; (2) decompose $K$ as subcomponents $K_i$ connected through a glue operator $gl_I$ and provide a contract $\mathcal{C}_i$ for each of them; possibly iterate this step if needed; (3) prove that whenever a set of implementations $K_i$ satisfy their contracts $\mathcal{C}_i$, then their composition satisfies the top-level contract $\mathcal{C}$ (dominance) — and thus guarantee $\varphi$; (4) provide such implementations.

The correctness proof for a particular system is therefore split into 3 phases: conformance (denoted $\ll$) of the system defined by the top-level contract $\mathcal{C}$ to $\varphi$; dominance of $\mathcal{C}$ by the composition of the set of contracts $\{\mathcal{C}_i\}$ through $gl_I$; and satisfaction (denoted $|=\) of each $\mathcal{C}_i$ by the corresponding implementation $K_i$. Thus, conformance relates closed systems, dominance relates contracts, while satisfaction relates components to contracts.

The assumption of $\mathcal{C}_1$ is represented as one component $A_1$ while in the actual system $K_1$ will be used in the context of three components, namely $K_2$, $K_3$ and $A$. Thus, we need to relate the actual glues $gl$ and $gl_I$ to the glue $gl_1$ of $\mathcal{C}_1$. In other words, we need a glue $gl_{E_1}$ to compose $K_2$, $K_3$ and $A$ as well as an operation $\circ$ on glues such that $gl \circ gl_I = gl_1 \circ gl_{E_1}$. In most cases, $\circ$ cannot simply be composition of functions and has to involve some flattening of the system.

### 8.2.1 Contract Framework

To summarize, we consider a component framework that smoothly supports complex composition operators and hierarchical components. The elements of the component framework are as follows:

**Definition 1 (Component framework).** A component framework is defined by a tuple $(\mathcal{K}, GL, \circ, \cong)$ where:

- $\mathcal{K}$ is a set of components. Each component $K \in \mathcal{K}$ has as interface a set of ports, denoted $\mathcal{P}_K$ and subset of our global set of ports $\text{Ports}$. 
• GL is a set of glues. A glue is a partial function \(2^\mathcal{K} \rightarrow \mathcal{K}\) transforming a set of components into a new composite component. Each \(gl \in GL\) is defined on a set of ports \(S_{gl}\), called support set, and defines a new interface \(\mathcal{P}_{gl}\) for the new component, called exported interface. \(K = gl([K_1, ..., K_n])\) is defined if \(K_1, ..., K_n \in \mathcal{K}\) have disjoint interfaces, \(S_{gl} = \bigcup_{i=1}^{n} \mathcal{P}_{K_i}\), and \(\mathcal{P}_{K} = \mathcal{P}_{gl}\).

• | is a partial operator on GL, called flattening, to compose glues. \(gl \circ gl'\) is defined if \(\mathcal{P}_{gl} \subseteq S_{gl}\). Its support set is \(S_{gl} \setminus \mathcal{P}_{gl} \cup S_{gl'}\) and its interface is \(\mathcal{P}_{gl}\).

• \(\equiv\subseteq \mathcal{K} \times \mathcal{K}\) is an equivalence relation between components.

We simplify our notation by writing \(gl([K_1, ..., K_n])\) instead of \(gl([K_1, ..., K_n])\). The equivalence relation \(\equiv\) is typically used for relating composite components with their semantics given as an atomic component. More importantly, \(|\) must be coherent with \(\equiv\) in the sense that \(gl\{gl'([\mathcal{K}_1], \mathcal{K}_2) \equiv (gl \circ gl')\{\mathcal{K}_1 \cup \mathcal{K}_2\}\) for any sets of components \(\mathcal{K}\) such that all terms are defined.

After formalizing generic properties required from a component framework, we now define the relations used in the methodology for dealing with contracts. Satisfaction is usually considered as a derived relation and chosen as the weakest relation implying conformance and preserved by composition. We loosen the coupling between satisfaction and conformance to obtain later stronger reasoning schemata for dominance. Furthermore, we propose a representation of satisfaction as a set of refinement under context relations denoted \(\sqsubseteq_{A,gl}\) and such that \(K \sqsubseteq_{A,gl} G\) iff \(K \models (A, gl, G)\).

**Definition 2 (Contract framework).** A contract framework is defined by a tuple \((\mathcal{K}, GL, |, \equiv, \equiv, \models)\) where:

1. \((\mathcal{K}, GL, |, \equiv)\) is a component framework.
2. \(\equiv\subseteq \mathcal{K} \times \mathcal{K}\) is a preorder called conformance relating components having the same interface.
3. \(\models\) is a relation called satisfaction between components and contracts s.t.: the relations \(\sqsubseteq_{A,gl}\) defined by \(K \sqsubseteq_{A,gl} G\) iff \(K \models (A, gl, G)\) are preorders; and, if \(K \models (A, gl, G)\) then \(gl\{A, K\} \equiv gl\{A, G\}\).

Our definition of satisfaction emphasizes the fact that \(\models\) can be seen as a set of refinement relations where \(K \sqsubseteq_{A,gl} G\) means that \(K\) refines \(G\) in the context of \(A\) and \(gl\). The condition which relates satisfaction and conformance ensures that the actual system \(gl\{A, K\}\) will conform to the global requirement \(\varphi\) discussed in the methodology because \(\equiv\) is transitive and \(gl\{A, G\} \equiv \varphi\).

**Example 1.** Typical notions of conformance for labeled transition systems are trace inclusion and its structural counterpart simulation. For these, satisfaction is usually defined as the weakest relation implying conformance.

\[K \models (A, gl, G) \equiv gl\{K, A\} \subseteq gl\{G, A\}\]

Dominance is a key notion for reasoning about contracts rather than using refinement between components. Proving that a contract \(C\) dominates \(C'\) means showing...
that every component satisfying $\mathcal{C}$ also satisfies $\mathcal{C}'$. However, a dominance check involves in general not just a pair of contracts: a typical situation would be the one depicted in Figure 8.2, where a set of contracts $\{\mathcal{C}_i\}_{i=1}^n$ are attached to disjoint interfaces $\{\mathcal{P}_i\}_{i=1}^n$. Besides, a glue $gl_I$ is defined on $P = \bigcup_{i=1}^n \mathcal{P}_i$ and a contract $\mathcal{C}$ is given for $P$. In this context, a set of contracts $\{\mathcal{C}_i\}_{i=1}^n$ dominates a contract $\mathcal{C}$ w.r.t. a glue $gl_I$ if any set of components satisfying contracts $\mathcal{C}_i$, when composed using $gl_I$, makes a component satisfying $\mathcal{C}$.

**Definition 3 (Dominance).** Let $\mathcal{C}$ be a contract on $P$, $\{\mathcal{C}_i\}_{i=1}^n$ a set of contracts on $P_i$ and $gl_I$ a glue such that $S_{gl_I} = \bigcup_{i=1}^n \mathcal{P}_i$ and $P = P_{gl_I}$. Then $\{\mathcal{C}_i\}_{i=1}^n$ dominates $\mathcal{C}$ with respect to $gl_I$ iff for all components $\{K_i\}_{i=1}^n$:

$$ (\forall i : K_i \models \mathcal{C}_i) \implies gl_I\{K_1, \ldots, K_n\} \models \mathcal{C} \tag{8.1} $$

Note that this formal definition of dominance does not help establishing dominance in practice because looking at all possible components satisfying a contract is not realistic. What we need is a sufficient condition that refers to assumptions and guarantees, rather than components. One such condition is when the composition of the low-level guarantees $G_i$ satisfies the top-level contract $\mathcal{C}$ and furthermore each low-level assumption $A_i$ is discharged by the abstraction of its environment defined by the guarantees of the other components. Formally:

$$ \left\{ \begin{array}{l}
  gl_I\{G_1, \ldots, G_n\} \models \mathcal{C} \\
  \forall i : gl_{E_i}\{A, G_1, \ldots, G_{i-1}, G_{i+1}, \ldots, G_n\} \models \mathcal{C}_i^{-1}
\end{array} \right. \tag{8.1} $$

where for any contract $\mathcal{C}_i = (A_i, gl_i, G_i)$ we use the notation $\mathcal{C}_i^{-1}$ to denote the contract $(G_i, gl_i, A_i)$.

In the next subsection, we provide two rules which indeed make the previous condition sufficient for establishing dominance: one is similar to circular assume-guarantee reasoning and the other one deals with preservation of satisfaction by composition. This result is particularly significant because one can check dominance while avoiding composition of contracts, which is impossible in the general case and leads to state explosion in most concrete contract frameworks.

### 8.2.2 Reasoning within a Contract Framework

We use here the representation of satisfaction as a set of refinement under context relations $\sqsubseteq_{A, gl}$ where $K \sqsubseteq_{A, gl} G$ if and only if $K \models (A, gl, G)$. The usual non-circular assume-guarantee rule reads as follows in our context:

1 One may also need to ensure that the assumptions of the low-level contracts are indeed satisfied in the actual system. This is achieved by strengthening the definition with:

$$ \forall E \text{ on } A, \text{ if } E \models (G', gl', A') \text{ then } E \models (G, gl, A) $$
where $E \sqsubseteq A$ denotes that for any component $G$ and $gl$ such that $\sqsubseteq_{G,gl}$ is defined $E \sqsubseteq_{G,gl} A$. This rule relates the behavior of $K$, when composed with the abstract environment $A$, to the behavior of $K$, when composed with its actual environment $E$. However it is quite limited as it imposes a very strong condition on $E$. Hence the following rule which is commonly referred to as circular reasoning.

$$K \sqsubseteq_{A,gl} G \land E \sqsubseteq A \implies K \sqsubseteq_{E,gl} G$$

Note that $E$ and $K$ may symmetrically rely on each other. For a given contract framework, this property can be proven by an induction based on the semantics of composition and refinement. Unfortunately, circular reasoning is not sound in general. In particular it does not hold for parallel composition with synchronizations (as in Petri nets or process algebras) or instantaneous mutual dependencies between inputs and outputs (as in synchronous formalisms). The following example illustrates one possible reason for the non validity of circular reasoning.

**Example 2.** Consider a contract framework where components are labeled transition systems and composition is strong synchronization between corresponding labels and interleaving of others denoted $\parallel$. Define conformance as simulation and satisfaction as the usual relation defined in Example 1. The circular reasoning rule translates into: if $K \parallel A$ is simulated by $G \parallel A$ and $E \parallel G$ is simulated by $A \parallel G$ then $K \parallel E$ is simulated by $G \parallel E$. In the example of Figure 8.3, both $G$ and $A$ forbid a synchronization between $b_K$ and $b_E$, since they can rely on respectively $G$ and $A$ to forbid their actual occurrence. But obviously, the composition $K \parallel E$ now allows a synchronization between $b_K$ and $b_E$.

![Diagram](image)

Fig. 8.3: $K \parallel A \not\equiv G \parallel A$ and $E \parallel G \not\equiv A \parallel G$ but $K \parallel E \not\equiv G \parallel E$.

Note that this satisfaction relation can be strengthened to obtain a more restrictive relation for which circular reasoning is sound. This is the approach taken for the L1 contract framework in Section 8.3.2, where we need circular reasoning to avoid composition of contracts.

\[^2\] Note that non-determinism is another reason here for the non validity of circular reasoning.
A second rule which is used for compositional reasoning in most frameworks is:

\[ I \subseteq S \quad \text{then} \quad I \parallel E \subseteq S \parallel E. \]

It states that if an implementation \( I \) refines its specification \( S \) then it refines it in any environment \( E \). The equivalent of this rule for satisfaction is more complex as refinement here relates closed systems.

**Definition 4.** Satisfaction \( \models \) is preserved by composition iff for any component \( E \), \( gl \) such that \( S_{gl} = P_E \cup P \) for some \( P \) such that \( P \cap P_E = \emptyset \) and \( gl_E, E_1, E_2 \) such that \( E = gl_E \{ E_1, E_2 \} \), the following holds for any components \( I, S \) on \( P \):

\[ I \subseteq_{E, gl} S \implies gl_1 \{ I, E_1 \} \subseteq_{E_2, gl_2} gl_1 \{ S, E_1 \} \]

where \( gl_1 \) and \( gl_2 \) are such that \( gl \circ gl_E = gl_2 \circ gl_1 \).

We now have the ingredients to formalize our sufficient condition for dominance. This condition reduces a dominance proof to a set of satisfaction checks, one for the refinement between the guarantees and \( n \) for discharging individual assumptions.

**Theorem 1.** Suppose that circular reasoning is sound and satisfaction is preserved by composition. If \( \forall i \exists gl_{E_i} : gl \circ gl_{I_i} = gl_{I_i} \circ gl_{E_i} \) then to prove that \( \{ C_i \}_{i=1}^n \) dominates \( C \) w.r.t. \( gl \), it is sufficient to prove that condition (1) holds.
set of behaviors all the identity traces. Composition can then be taken as the intersection of the sets of behaviors of the components, together with the glue. To make this work, we must also equalize the ports of all trace sets using inverse projection \( \text{proj}^{-1}_{\mathcal{P}, \mathcal{P}} \), which extends behaviors over \( \mathcal{P}_1 \) with the appropriate additional ports of \( \mathcal{P} \). If we denote the interface of the composite as \( \mathcal{P}_{gl} \), and if \( \mathcal{K} = \{K_1, \ldots, K_n\} \) is a set of components such that \( \mathcal{P}_1, \ldots, \mathcal{P}_n \) are pairwise disjoint, then a glue \( gl \) for \( \mathcal{K} \) is a component \( K_{gl} \) defined on the ports \( \mathcal{P} = \mathcal{P}_{gl} \cup (\bigcup_{i=1}^{n} \mathcal{P}_i) \), and:

\[
K = gl\{K_1, \ldots, K_n\}
= \text{proj}_{\mathcal{P}_{gl}, \mathcal{P}} \left( K_{gl} \cap \text{proj}^{-1}_{\mathcal{P}_1, \mathcal{P}} (K_1) \cap \cdots \cap \text{proj}^{-1}_{\mathcal{P}_n, \mathcal{P}} (K_n) \right)
\]

The definition of \( \circ \) is straightforward: since glues are themselves components, their composition follows the same principle as component composition. Finally, the \( \equiv \) relation on \( \mathcal{K} \) is taken as equality of sets of traces.

In the L0 model there exists a unique maximal component satisfying a contract \( \mathcal{C} \), namely \( M_{\mathcal{C}} = G \cup \neg A \), where \( \neg \) denotes the operation of complementation on the set of all behaviors over ports \( \mathcal{P}_A \). A contract \( \mathcal{C} = (A, G) \) is in canonical form when \( G = M_{\mathcal{C}} \). Every contract has an equivalent contract in canonical form, which is obtained by replacing \( G \) with \( M_{\mathcal{C}} \). The operation of computing a canonical form is well defined, since the maximal implementation is unique, and it is idempotent. It is easy to show that \( K \models \mathcal{C} \) if and only if \( K \subseteq M_{\mathcal{C}} \).

The L0 contract framework has strong compositional properties, which derive from its simple definition and operators [30]. The theory, however, depends on the effectiveness of certain operators, complementation in particular, which are necessary for the computation of canonical forms. While the complete theory can be formulated without the use of canonical forms, complementation remains fundamental in the definition of contract composition, which is at the basis of system construction. Circular reasoning is not sound for contracts which are not in canonical form (Example 2 is a counter-example in that case). This is a limitation of the L0 framework, since working with canonical forms could prove computationally hard.

### 8.3.2 The L1 Framework

L1 composition is based on interactions, which involve non-empty sets of ports. An interaction is defined by the components that synchronize when it takes place and the ports through which these components synchronize. Interactions are structured into connectors which are used as a mechanism for encapsulation: only these connectors appear at the interface of a composite component. This enables to abstract the behavior of a component in a black-box manner, by describing which connector is triggered but not exactly which interaction takes place. Furthermore L1 is expressive enough to encompass synchronous systems.
**Definition 5.** An atomic component on a interface $\mathcal{P}$ is defined by an LTS $K = (Q, q^0, 2^\mathcal{P}, \rightarrow)$, where $Q$ is a set of states, $q^0$ an initial state and $\rightarrow \subseteq Q \times 2^\mathcal{P} \times Q$ is a transition relation.

Note that atomic components are labeled by sets of ports rather than ports because we allow several ports of a component to be triggered at the same time.

**Definition 6.** An interaction is a non-empty set of ports. A connector $\gamma$ is defined by a set of ports $S_\gamma$ called the support set of $\gamma$, a port $p_\gamma$ called its exported port and a set $\mathcal{I}(\gamma)$ of interactions in $S_\gamma$.

The notions of support set and exported port are illustrated in Figure 8.4, where connectors relate in a composition a set of inner ports (of the subcomponents) to an outer port (of the composite component). One should keep in mind that a connector $\gamma$, and thus the exported port $p_\gamma$, represents a set of interactions rather than a single interaction.

Typical connectors represent rendezvous (only one interaction, equal to the support set), broadcast (all the interactions containing a specific port called trigger) and also mutual exclusion (some interactions but not their union).

![Fig. 8.4: The role of connectors in a composition](image)

We now define glues as sets of connectors which may be used together in order to compose components.

**Definition 7.** A glue $gl$ on a support set $S_g$ is a set of connectors with distinct exported ports and with support sets included in $S_g$.

A glue $gl$ defines as exported interface $\mathcal{P}_{gl}$ the set $\{p_\gamma \mid \gamma \in gl\}$. Besides, $\mathcal{I}(gl)$ denotes the set of all interactions of the connectors in $gl$, i.e.: $\mathcal{I}(gl) = \bigcup_{\gamma \in gl} \mathcal{I}(\gamma)$. In Figure 8.4, $gl$ is composed of connectors $\gamma$ and $\gamma'$ and defines a composite component denoted $gl\{K_1, K_2\}$.

**Definition 8.** A component is either an atomic component or it is inductively defined as the composition of a set of components $\{K_i\}_{i=1}^n$ with disjoint interfaces $\{\mathcal{P}_i\}_{i=1}^n$ using a glue $gl$ on $\mathcal{P} = \bigcup_{i=1}^n \mathcal{P}_i$. Such a composition is called a composite component on $\mathcal{P}_{gl}$ and it is denoted $gl\{K_i\}_{i=1}^n$. 

So far, we have defined components and glues. Glues can be composed so as to allow flattening of components. Such a composition requires to handle hierarchical connectors built by merging connectors defined at different levels of hierarchy. The definition of the operator \( \circ \) used for this purpose is omitted here and can be found in [102]. Connectors whose exported ports and support sets are not related are called disjoint and need not be composed. The operator \( \circ \) is then easily extended to glues: the composition \( gl \circ gl' \) of two glues \( gl \) and \( gl' \) is obtained from \( gl \cup gl' \) by inductively composing all connectors which are not disjoint.

We can now formally define the flattened form of a component. This in turn will allow us to provide an equivalence relation between components based on the semantics of their flattened form. A component is called flat if it is atomic or of the form \( gl\{K_1,\ldots,K_n\} \), where all \( K_i \) are atomic components. A component that is not flat is called hierarchical. A hierarchical component \( K \) is of the form \( gl\{K_1,\ldots,K_n\} \) such that at least one \( K_i \) is composite. Thus, such a \( K \) can be represented as \( gl\{gl'\{s^1\},\ldots,gl'\{s^n\}\} \), where \( s^1 \) and \( s^n \) are sets of components.

Definition 9. The flattened form of a component \( K \) is denoted \( flat(K) \) and defined inductively as:

- if \( K \) is a flat component, then \( flat(K) \) is equal to \( K \).
- otherwise, \( K \) is of the form \( gl\{gl'\{s^1\},\ldots,gl'\{s^n\}\} \), and then \( flat(K) \) is the flattened form of \( (gl \circ gl')\{\bigcup s^i\} \).

Definition 10. The semantics \( \llbracket K \rrbracket \) of a flat component \( K = gl\{K_1,\ldots,K_n\} \) is defined as \( (Q,q^0,\mathcal{J}(gl),\rightarrow) \), where \( Q = \prod_{i=1}^n Q_i \), \( q^0 = (q^0_1,\ldots,q^0_n) \), and \( \rightarrow \) is such that: given two states \( q^1 = (q^1_1,\ldots,q^1_n) \) and \( q^2 = (q^2_1,\ldots,q^2_n) \) in \( Q \) and an interaction \( \alpha \in \mathcal{J}(gl) \), \( q^1 \xrightarrow{\alpha} q^2 \) if and only if for all \( q^1_i, q^2_i \xrightarrow{\alpha_i} \), where \( \alpha_i = \alpha \cap \mathcal{P}_i \).

We use the convention that \( \forall q : q^0 \xrightarrow{0} q \) so components not involved in an interaction do not move. Thus the semantics of a flat component is obtained as the composition of its constituting LTS where labels are synchronized according to the interactions of \( \mathcal{J}(gl) \).

We then define equivalence \( \cong \) as follows: two components are equivalent if their flattened forms have the same semantics. Note that in practice one would prefer to define the semantics of a hierarchical component as a function of the semantics of its constituting components. In presence of encapsulation this requires to distinguish between closed and open systems and thus to provide two different semantics. Details can be found in [102].

We now have the ingredients for defining the L1 component framework and we focus on its contract framework.

Definition 11. \( K_1 \cong^{L1} K_2 \) if and only if \( \llbracket K_1 \rrbracket \) is simulated by \( \llbracket K_2 \rrbracket \).

Thus L1-conformance is identical to L0-conformance for components without non-observable non-determinism, and otherwise stronger. Note that in verification tools, in order to check trace inclusion efficiently, one will generally check simulation anyway. Satisfaction is defined as follows.
Definition 12. A component $K$ satisfies a contract $C = (A, gl, G)$ for $\mathcal{P}_K$, denoted $K \models \mathcal{L}^L_1 (A, gl, G)$, if and only if:

$$\{g\{K, A_{det}\} \preceq \mathcal{L}^L_1 g\{G, A_{det}\}, (q_K, q_A) \mathcal{R} (q_G, q'_A) \land \exists q'_K : q_K \xrightarrow{\alpha} q'_K \implies \exists q'_G : q_G \xrightarrow{\alpha} q'_G$$

where $A_{det}$ is the determinization of $A$, $\mathcal{R}$ is the relation on states proving that $g\{K, A_{det}\} \preceq \mathcal{L}^L_1 g\{G, A_{det}\}$ and $\alpha \in 2^{\mathcal{P}_K}$ is such that $\exists \alpha' \in \mathcal{I}(gl) : \alpha \subseteq \alpha'$.

Thus $\models \mathcal{L}^L_1$ strengthens the satisfaction relation used in the $\mathcal{L}^0$ framework by: 1) determinizing $A$; 2) requiring every transition of $K$ to have a counterpart in each related state of $G$ — unless it is structurally forbidden by $gl$ — but the target states of the transition need to be related only if the environment allows this transition. As a consequence, $\models \mathcal{L}^L_1$ allows circular reasoning.

8.3.3 Relaxed Circular Reasoning

We have presented in the previous sections two contract frameworks developed in the SPEEDS project. We show now how we use their respective tool chains together. Unifying the $\mathcal{L}^0$ and $\mathcal{L}^1$ component frameworks is quite straightforward. Nevertheless, we have introduced two different notions of satisfaction: $\models \mathcal{L}^0$ and $\models \mathcal{L}^1$ where the second one is strictly stronger than the first one. To combine results based on $\mathcal{L}^0$ and $\mathcal{L}^1$, we propose a rule called relaxed circular reasoning for two (possibly different) refinement relations:

$$K \sqsubseteq^1_{A, gl} G \land E \sqsubseteq^2_{G, gl} A \implies K \sqsubseteq^1_{E, gl} G$$

This rule generalizes circular and non-circular reasoning by not restricting $\sqsubseteq^2_{G, gl}$ to refinement under context $\sqsubseteq^1_{G, gl}$ or refinement in any context $\sqsubseteq^1$. Depending on which relation is the most restrictive it can be used in two different ways:

1. If the first relation allows circular reasoning and is stronger than the second one (i.e. $K \sqsubseteq^1_{A, gl} G \implies K \sqsubseteq^2_{A, gl} G$) then our new rule relaxes circular reasoning by requiring $E \sqsubseteq^2_{G, gl} A$ rather than $E \sqsubseteq^1_{G, gl} A$.
2. Symmetrically, if the first relation does not allow circular reasoning and refinement in any context $\sqsubseteq^1$ is stronger than the second one then this rule relaxes non circular reasoning by requiring $E \sqsubseteq^2_{G, gl} A$ rather than $E \sqsubseteq^1 A$.

Interestingly, relaxed circular reasoning can be used both ways for $\mathcal{L}^0$- and $\mathcal{L}^1$-satisfaction. First it leads to a relaxed sufficient condition for dominance in $\mathcal{L}^1$.

Theorem 2. $K \sqsubseteq^L_1 G \land E \sqsubseteq^L_0 A$ implies $K \sqsubseteq^L_1_{E, gl} G$.

Theorem 3. If $\forall i \exists g|_{E_i} : gl \circ gl_i = gl_i \circ g|_{E_i}$ the following is sufficient to prove that $C$ dominates $\{g|_i\}_{i=1..n}$ w.r.t. $gl$: 


\[
\begin{align*}
\{ \text{gl}_1(G_1, \ldots, G_n) \} & \models^{L1} \mathcal{C}^0 \\
\forall i : \text{gl}_{E^i}(A, G_1, \ldots, G_{i-1}, G_{i+1}, \ldots, G_n) & \models^{L0} \mathcal{C}^{-1}_i
\end{align*}
\]

In that case, checking that contracts \( \{ \mathcal{C}_i \}_{i=1}^n \) L1-dominate a contract \( \mathcal{C} \) requires one L1-satisfaction check and \( n \) L0-satisfaction checks. This is particularly interesting since checking L0-satisfaction may be achieved by using other tools or approaches (that may not need circular reasoning). Moreover, dominance can be established more often as L1-satisfaction is stronger than L0-satisfaction. Second:

**Theorem 4.** \( K \sqsubseteq_{A, gl}^{L0} G \land E \sqsubseteq_{G, gl}^{L1} A \) implies \( K \sqsubseteq_{E, gl}^{L0} G \).

This result made it possible in SPEEDS to incorporate results from tools checking L0-satisfaction with results obtained through L1-dominance (implemented by a set of L1-satisfaction checks), thus building a complete tool chain.

### 8.4 Conclusion and Future Work

The work presented in this paper has been motivated by the necessity of combining contract-based verification tools and corresponding results for two component frameworks L0 and L1 defined in the context of the European SPEEDS project. In particular, we were interested in using dominance results established in L1 — and which cannot be obtained using the L0 refinement relation — for further reasoning in L0. To that purpose, we have presented an abstract notion of contract framework for a given component framework that defines three different notions of refinement, that is, conformance, dominance and satisfaction. We show how to derive these notions from refinement of closed systems and refinement under context and we provide a methodology for compositional and hierarchical verification of global properties.

We have studied circular reasoning as a powerful means for proving dominance. As circular reasoning does not always hold for usual notions of refinement, we provide proof rules for dominance relying on a relaxed notion of circular reasoning based on two notions of refinement. We have then shown that our abstract framework is general enough to represent both L0 and L1 as specific instances and proved that the L0 and L1 refinement relations satisfy the condition for relaxed circular reasoning.

This approach was applied to only simple case studies in the SPEEDS project and should therefore rather be seen as a proof of concept. The practical relevance of such an approach is that it opens up ways of connecting tools that work at different levels of abstraction, and relate their results to prove stronger properties. In addition, our results relax the requirements on the tools, since circular reasoning would not be needed at the L0 level.
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