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Abstract

The exponential increase in the demands for the deployment of large-scale sensor networks, makes necessary the efficient development of functional applications. Nevertheless, the existence of scarce resources and the derived application complexity, impose significant issues and require high design expertise. Consequently, the probability of discovering design errors once the application is implemented is considerably high. To address these constraints there is a need for the availability of early-stage validation, performance evaluation and rapid prototyping techniques at design time. In this paper we present a novel approach for the co-design of mixed software/hardware applications for distributed sensor network systems. This approach uses BIP, a formal framework facilitating modeling, analysis and implementation of embedded real-time, heterogeneous, component-based systems. Our approach is illustrated through the modeling and deployment of a Wireless Multimedia Sensor Network (WMSN) application. We emphasize on its merits, notably validation of functional and non-functional requirements through statistical model-checking and automatic code generation for sensor network platforms.
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1 Introduction

The introduction of sensor networks in various application fields nowadays has been a significant technological advance. Such fields include health-care, transportation, agriculture, environmental monitoring, security systems, high-energy physics, industrial process control, factory and building automation and more. The applications of distributed sensor networks are broad due to the unique characteristics of the sensor devices, from which they are composed. Each sensor is a tiny, low-cost, low-power, energy harvesting, multifunctional device. Being usually deployed in a large-scale distributed environment, it needs to configure itself automatically, in order to collect, process and send information to a central processing unit, called base station or sink. The transmission is handled by the underlying network, which can be either wired or wireless. The use of wireless networks is often preferred over wired, due to the derived limitations from the cost of wiring.

The development of functional applications, ensuring the several benefits of sensor networks, is however extremely challenging. This is due to their scarce resources, imposing constraints such as the limitations in the communication cost, the energy consumption, the memory usage and the achievable network bandwidth. These limitations are enhanced as they are usually deployed in inaccessible or distant areas (e.g. mountains, forests) and thus cannot be frequently changed in case of a failure. In addition, specific applications have strict timing constraints for data handling, which may not be guaranteed due to the influence of the communication and data processing latencies. Equally important is to consider that design errors in the final application development stage are highly probable, even if there is detailed knowledge of the application area and the hardware platforms. Moreover, if an error is observed at that stage, the debugging is extremely hard and time-consuming.

To address these challenges we propose a model-based design approach, in order to express the behavior and functionality of such applications. A model-based framework improves the quality, the modularity and reusability of the developed software artifacts. It can further allow separation of concerns, in order to describe software and hardware architecture at a certain level of abstraction. Thus, any change within the application results only in the modification of the software architecture. Furthermore, validation and verification are enabled in every development stage. The overall contribution of this work is the construction of a full-fledged design flow, based on a single semantic framework (BIP [2]), facilitating the rapid development of correct and functional sensor network applications. This flow supports application and system modeling, validation of functional correctness and performance analysis on system models. It also permits
automatic code generation in distributed sensor network platforms, leading to a significant reduction in the development time and errors of a manual implementation.

The paper is organized as follows. Section 2 provides a brief introduction to the area and the current challenges of distributed sensor network applications. Section 3 presents the proposed design flow and details on its key steps. Section 4 illustrates its use in a concrete WMSN application and Section 5 provides conclusions and perspectives for future work.

2 Sensor network applications

A major design factor in the development of sensor network applications is the communication, in order to exchange sensed data. As each network node is a resource-constrained device, the developed applications should have low bandwidth demands and tolerance to the communication latencies. Recently, the significant size reduction of inexpensive hardware, such as microphones and cameras, made possible the addition of audio and video capabilities for multimedia applications on a sensor network environment [16]. The development of such applications is mainly based on the increasingly popular lightweight versions of Linux, often referred to as embedded Linux [11]. This is due to their open-source environment and the support of several off-the-shelf platforms. Multimedia sensor network applications have strict timing constraints for data delivery and are extremely demanding in terms of memory and storage. The latter make necessary the usage of compression algorithms. An example of such an application deployed over a wireless network for audio streaming and synchronization of the local sensors clocks is provided in Figure 1.

![Figure 1: WMSN Application example](image)

The main arising challenge in the successful development of correct and functional distributed sensor network applications is to provide productive and efficient design solutions ensuring the three following goals:

The addressing of functional and non-functional requirements. This goal focuses in the ability to identify and the methods to evaluate these requirements at design time ([6]). On the one hand, non-functional requirements concern the optimal exploitation of the available hardware resources. This is accomplished by limiting the communication cost, memory usage and energy consumption as well as reducing the resource failure rate. A first example for such a requirement are the delays imposed by the processing time or the communication latency, which may lead to the reception of outdated sensor data. As an outcome, adverse actions may be triggered in the network. Secondly, is the network connectivity, determining the packet delivery ratio, that is, the percentage of successfully received packets by the total packets transmitted in the network. On the other hand, functional requirements concern the correctness and performance of the application. More specifically, they aim on managing buffer utilization, improving the efficiency of the compression algorithms for the multimedia and providing strict time guarantees for data handling. It should be also noted that in some situations non-functional can affect the functional requirements, as depicted by the strong influence of the communication latency and the packet delivery ratio to the buffer utilization.

The synchronization of the local sensors clocks (clock synchronization). In many applications, the exchanged data need to be accurately timestamped, in order to be further processed. Nonetheless, this poses...
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A serious application development problem, as the construction of a common time reference in a distributed system is hard to achieve. The common time reference can be also used to measure the duration between two events occurring in different nodes, whose clocks can drift or become desynchronized over time. Several solutions to this problem were proposed, in order to obtain a global time reference in the system. The commonly obtained synchronization accuracy is considered to be in the microsecond scale. A traditionally adopted solution is the Network Time Protocol (NTP) [23], which nevertheless requires increased computational power and storage memory, since it uses extra messages to calculate the Round Trip Delay (RTD). Additionally, the use of several trials to compute the average RTD results in less accuracy, further overhead and thus is suitable only for applications with low precision demands. A better protocol, also relying on the RTD calculation, which achieves high synchronization accuracy in both wired and wireless sensor networks, is the Precision Time Protocol (PTP) [14]. However, the derived hardware enhancements (as in [15]) introduced to achieve microsecond accuracy may not be available in lightweight and resource-constrained environments. A new family of protocols for software-based clock synchronization is derived from the application of the Kalman filter algorithm [8]. Compared to the other synchronization protocols, this family does not require the interaction or the development of dedicated drivers to access the hardware, since it is operating in the application level. The underlying Kalman filter algorithm relies on tracking the advance of a reference clock and automatically adapting to it. The synchronization method used by this family is different from the above protocols, since it does not rely on the RTD calculation.

Tools for application development and code debugging. As multimedia sensor network applications require the dense deployment of the small-scaled sensors, the communication latencies and the conflicts occurring in the protocol stack are unpredictable. Therefore, the probability of having design errors in the final development stage is extremely high. This situation may arise even if the developer has complete knowledge of the application as well as the underlying hardware architecture. Moreover, the debugging techniques at that stage are extremely hard and time consuming, even for experts. Consequently, an error may possibly lead to a new system implementation. This happens due to the absence of separation of concerns, such that the application is developed independently from the hardware architecture. In this scope, a developer has to specify and build separate artifacts for the software and the hardware architecture, which could also be reused in latter applications. Then, he should be able to define the optimal methodology for the deployment of the application on the given architecture, such that it functions properly. This procedure is called as mapping [5].

Meeting all the aforementioned goals, is extremely demanding. A starting point to this challenge would be the availability of simulation and validation tools in the early development stage, such that the system is validated beforehand and the design goals are ensured. Previous work in this scope is mainly divided in three categories. The first category uses the Mathwork's tools for modeling, simulation and automatic code generation targeting specific sensor network operating systems [17] [18]. These tools are well known due to their vast variety of libraries, however they are not able to address functional and non-functional system requirements. Secondly, the metamodelling frameworks addressing such requirements use the UML tools to model and the Eclipse platform to generate code for sensor network applications [21]. Though certain developed frameworks ([1]) are also able to validate them, they do not focus on clock synchronization and the generated code is usually not complete. Finally, formal modeling approaches for such applications provide validation support for functional and non-functional requirements [22] [25] [12] as well as clock synchronization [9], but do not implement tools for automatic code generation. Therefore, as far knowledge is concerned, the existing work is not considering all the above design goals simultaneously. To this extent, in the following section we propose a novel method for the systematic development of distributed sensor network applications, enabling separation of concerns and targeting all their design goals.

3 Design Flow

In this section, we propose a novel approach for building sensor network applications. This approach is based on a design flow, which leads to a framework for 1) the construction of a faithful sensor network system model for analysis as well as performance evaluation and 2) the generation of deployable code for applications in the domain of sensor networks. The design flow is based on the BIP framework described below.
The BIP – Behavior / Interaction / Priority – framework [2] is aiming at design and analysis of complex, heterogeneous embedded applications. BIP is a highly expressive, component-based framework with rigorous semantic basis. It allows the construction of complex, hierarchically structured models from atomic components characterized by their behavior and interfaces. Such components are transition systems enriched with data. Transitions are used to move from a source to a destination location. Each time a transition is taken, component data (variables) may be assigned new values, computed by user-defined functions (in C/C++). Atomic components are composed by layered application of interactions and priorities. Interactions express synchronization constraints and define the transfer of data between the interacting components. Priorities are used to filter amongst possible interactions and to steer system evolution so as to meet performance requirements e.g., to express scheduling policies. A set of atomic components can be composed into a generic compound component by the successive application of connectors and priorities.

BIP is supported by a rich toolset\(^1\) which includes tools for checking correctness, for source-to-source transformations and for code generation.

**Example 1** Figure 2 shows a graphical representation of one atomic component in BIP, which models the behavior of the PLL process (presented in Section 3.1). The behavior of PLL is described as a transition system with control locations idle, recvMsg, process and sndRes. It is responsible for the reception of synchronization frames through the CLK_RECV port. It subsequently moves from the idle to the recvMsg state. After an interaction through the port LOCAL_CLK, it calculates a software clock through the internal port update and returns to the initial (idle) state. CLK_REQ port is used to receive requests for calculating the local clock. The value of the local clock is calculated at the internal transition prepare and is exported through port CLK_RES.

![ PLL component](image)

A statistical method was recently proposed to handle scalability issues present in numerical methods that are classically used to check stochastic systems. This novel technique is called Statistical Model Checking (SMC) [26] [10]. It requires, as in classical model checking, building an operational formal model of the system to verify and to provide a formal specification of the property to check, generally using temporal logic. The BIP framework is extended to allow stochastic modeling and statistical verification [4]. On the one hand, the method relies on BIP expressiveness to handle heterogeneous and complex component-based systems. On the other hand it uses statistical model checking techniques to perform quantitative verification targeting non-functional properties.

The BIP design flow, illustrated in Figure 3, uses PPM specifications, thoroughly described in Section 3.1, as a re-targetable input model to: (1) automatically generate a sensor network system model in BIP and (2) automatically generate the code for execution on the target distributed sensor network platform. The proposed flow is used to evaluate both functional, non-functional and clock synchronization requirements of sensor network applications. To achieve that, on the one hand, we apply SMC on the system

\(^1\)http://www-verimag.imag.fr/tools
model in BIP and on the other hand, we execute the generated code on the target sensor network platform. It is important to mention that the two paths, meaning the construction of the system model in BIP and the generation of executable code are consistent between each other. This is accomplished because, first, both approaches integrally preserve the behavior of the input application software and, second, the Sensor Network Components in BIP faithfully model the target sensor network.

The proposed design flow proceeds in four main steps:

1. The construction of an abstract system model. This model represents the behavior of the application software running on the hardware platform according to the mapping, but without including all hardware dependent (e.g. execution times, data processing delays) and network-specific information (e.g. packet delivery ratio, end-to-end delays).

2. The generation of executable code that is deployed on the physical hardware platform. This is performed by initially transforming the input hardware specifications into code templates. Once these templates are fully constructed by the user, they can be reused for any sensor network application. They are accordingly parametrized, using node configuration files, in order to automatically generate the executable code.

3. The construction of the system model in BIP by injecting all the missing hardware dependent information to the previously generated abstract system model.

4. The performance analysis on the calibrated system model in BIP with the use of Statistical Model Checking (SMC) that performs quantitative verification targeting functional and non-functional requirements. The results are used as a feedback to the user to propose enhancements in the design.

### 3.1 Pragmatic Programming Model

The Pragmatic Programming Model (PPM) is a description language developed to provide a simple and convenient way for describing highly-parallel applications expressed as networks of communicating processes. The language has been inspired by DOL (Distributed Operation Layer) [24], which is a framework
devoted to the specification as well as the analysis of mixed software/hardware systems and provides a
Kahn Process Network (KPN) model of the application.

In PPM, application software is defined using a process network model. It consists of a set of determin-
istic, sequential processes communicating asynchronously through shared objects, such as FIFOs, shared
memories and mutexed locations. The mapping associates application software components to devices of
the hardware platform, that is, processes to processors and shared objects to remote communication me-
dia. Specifications of the latter, including communication interface and protocols, are also described in
the mapping to provide all the necessary details for the code generation and the construction of the system
model.

WMSN Application

In Figure 4 we present an WMSN application in PPM, referring the application described in Section 4.
It consists of 1) one clock synchronization process synchro, sending out synchronization data through
the FIFOs (SO1, SO3), and 2) two audio capturing processes micro, sending out audio data, through the
FIFOs (SO2, SO4). The synchronization data are received by two processes PLL (implementing the clock
synchronization protocol) and the audio data by an audio reproduction process speaker.

Application Software in PPM

The application software in PPM consists of three basic entities: Processes, Shared Objects, and Con-
nections. The network structure is described in XML. Each Process has input, output ports and sequential
behavior. Processes communicate by using shared objects. Each shared objects has input and output ports,
uniquely associated with ports of processes.

In Figure 5, we present a fragment of the XML specification of the WMSN application described below.
It consists of processes, shared objects and connections. In Figure 5, we depict the PLL process. For each
process, we specify the name of the process, the number of input and output ports, the names of the ports,
the respective types and the location of the source C code describing the process behavior. For each shared
object (i.e FIFO) we specify the name, the type the maximum capacity of data and the input and output
port. Finally, we define the connections between the processes and the shared objects by specifying the
input and output ports which contribute in each connection.

Process behavior is described using sequential C programs with a particular structure (see Figure 6 for
a concrete example). For a cyclic process as P, its state is defined as an arbitrary C data structure named
P_state and its behavior as the program:

\[
PInit(); \quad \text{while} (true) PFire();
\]

where \(PInit()\), \(PFire()\) are arbitrary functions operating on the process state. The initial call of the \(PInit()\)
function is followed by an endless loop calling the \(PFire()\) function. Communication is realized by using
two particular primitives, namely write and read for respectively sending and receiving data to shared
objects. A read operation reads data from an input port, and a write operation writes data to an output port. Moreover, the P.fire() method may invoke a detach primitive in order to terminate the execution of the process.

Example 2 The description of a PLL process is shown in Figure 6. It defines the function pll_init() to initialize the process state and the function pll_fire() to describe the cyclic behavior of the process. PLL process receives data from the process network using the FIFO_read() function and the rest of the code implements the synchronization algorithm (pll_clock_in() function).

```c
#include "pll_process.h"

void pll_init(pll_process *p) {
    (p->local->pll).stream_size = 1;
    (p->local->pll).block_size = (unsigned int) sizeof(clockOut_t);
    (p->local->pll).data_in = malloc((p->local->pll).block_size);
    p->local->data_size = (p->local->pll).block_size;
}

int pll_fire(pll_process *p) {
    FIFO_read(p->in, (p->local->pll).data_in, (p->local->pll).block_size);
    gettimeofday ( &(p->local->slave_time), NULL );
    uint64_t slave_clock = ((uint64_t) p->local->slave_time.tv_sec * \
        (uint64_t) 1000000) + (uint64_t) p->local->slave_time.tv_usec;
    clockOut_t* master_frameClock = (clockOut_t*) (p->local->pll).data_in;
    master_clock = master_frameClock->time;
    pll_clock_in ( slave_clock, master_clock, p->local->argument);
    return 0;
}
```

Figure 6: PLL Process Code Description
Application Mapping on the Platform

The deployment of the use case applications on the target platform is specified with the use of a mapping XML description file, as presented in Figure 7. The application processes (“app-node” in XML) are bound to a hardware platform node (“hw-element” in XML). The binding (“deployment” in XML) includes additional information, concerning the hardware platform (“hw-property”), that are necessary for the configuration for establishing communication between the network nodes. This information includes the network interface name, the IP addresses of the destination network node, the port specification and the type of communication used (unicast, multicast and broadcast). The “communication protocol” globally used and “extra” process properties (“app-property”) are specified in separate XML elements.

Example 3

The description of the mapping XML file of the WMSN application is shown in Figure 7. The first “deployment” element specifies that the PLL process is deployed on the “udoo” hardware node using “wlan0” as network interface, “10.0.0.14” as destination IP address and 375, 250 as origin and target port respectively. The second “deployment” binds the synchro process to a second “udoo” hardware node. The use of the UDP communication protocol is defined next, followed by extra application properties such as the clock synchronization periods.

```xml
<deployment>
  <app-node name="pll"/>
  <hw-element name="node" hw-class="udoo" index="0"/>
  <hw-property name="networkInterface" hw-class="node-inter" value="wlan0"/>
  <hw-property name="srcPort" hw-class="node-srcPort" value="375"/>
  <hw-property name="dstPort" hw-class="node-dstPort" value="250"/>
  <hw-property name="dstIP" hw-class="node-dstIP" value="10.0.0.14"/>
</deployment>

<deployment>
  <app-node name="synchro"/>
  <hw-element name="node" hw-class="udoo" index="1"/>
  <hw-property name="networkInterface" hw-class="node-networkInterface" value="wlan0"/>
  <hw-property name="srcPort" hw-class="node-srcPort" value="250"/>
  <hw-property name="multiIP" hw-class="node-multiIP" value="10.0.0.255"/>
  <hw-property name="broadcast" hw-class="node-broadcast" value="0"/>
</deployment>

<communication protocol="udp"/>

<extra>
  <app-property app-name="synchro" property-name="period" value="1"/>
</extra>
```

Figure 7: WMSN Application Mapping XML Description

3.2 System model in BIP

In our design flow, we construct the system model in BIP to faithfully represent the behavior of the application running on the underlying hardware and network. The construction proceeds in two steps, as presented in the design flow. The first step is the construction of the intermediate abstract system model in BIP and the second step is the construction of the complete system model in BIP.

The abstract system model in BIP is constructed in several steps. Firstly, the application software model in BIP is constructed by performing transformations to the application software. These transformations and proven correct-by-construction [5] by preserving all the functional properties of the application software. Secondly, HW specific components are constructed systematically from the characteristics of the sensor network platforms as well as the entities and communication mechanisms of the network protocols. As an example, the model of the wireless network includes specific details as the collision detection and avoidance techniques of the MAC layer, the out-of-order delivery and the packet losses due to possible collisions.
or reduction of the network bandwidth. Finally, the derived application software model is progressively enriched with the HW specific components, given a specified mapping.

The generation of the application software model in BIP, presented in [5], receives as input an application software model described in PPM and produces the equivalent representation in a BIP model. The construction is fully automated and preserves the behavior of the software application. Thus, the generated BIP models inherit all the merits of PPM models which enable separate analysis of computation and communication, expose functional parallelism and separate the functionality of the application from the target hardware platform.

The derived abstract system model in BIP is parametrized and allows flexible integration of specific target hardware features, such as communication protocols, scheduling policy etc. However, the abstract system model in BIP does not include all the hardware-dependent (e.g. execution times, data processing delays) and network-specific information (e.g. packet delivery ratios, end-to-end delays). The above information are injected to the model in the form of probabilistic distributions which are obtained by profiling techniques and execution of the generated code on the physical hardware platform. To compute these probabilistic distributions, we analyze the debugging traces from the execution of the generated code on the hardware platform and produce stochastic independent data [19] [13]. This technique is called calibration and results in obtaining the complete system model in BIP.

3.3 Code Generation

In this section, we describe the method and the associated tool for automatic generation of deployable code, targeting distributed sensor networks. The method is based on an infrastructure for generating code from PPM specifications. The generated code is portable and can be eventually deployed and run on different hardware including sensor networks. The generated code consists of the functional code and the glue code.

The functional code is generated from the application software in PPM consisting of processes and shared objects. In the case of sensor networks, processes are implemented as threads, and shared objects are implemented according to the underlying communication protocols. The implementation in C contains the thread local data and the routine implementing the specific thread functionality. The latter is a sequential program consisting of plain C used as a controller, wrapping the process C code described in PPM. The communication function calls are implemented by substituting the read and write primitives by read and write API calls on the respective communication protocol.

The glue code implements the deployment of the application to the sensor network platforms, i.e., allocation of threads to the sensors. The glue code is essentially obtained from the mapping. Threads are created and allocated to network nodes according to the process mapping, which also specifies configuration parameters for the underlying communication protocols. In particular, for User Datagram Protocol (UDP), each process is assigned a source port (srcPort), a destination (dstPort) port and a destination node IP (dstIP). The glue code is linked with sensor network hardware library to produce the binary executables for execution on the sensor network nodes.

The generated code is described in C language. Both functional and glue code are implemented using re-targetable template files and sensor network hardware specific files. The tool is implemented in C++ and it consists of approximately 35 files and 11235 lines of code.

4 Case Study: Industrial WMSN Application

We illustrate our approach using a case study provided by an industrial partner (Cyberio 2). It targets on audio capturing and reproduction over a WiFi wireless network with the addition of local clock synchronization. In this case we focus on a sender-to-receiver synchronization, where the base station broadcasts periodically a frame containing the hardware clock value (synchro process of Figure 8) to all the nodes through the wireless network. Each node applies a Phase Locked Loop (PLL [20]) synchronization technique, to construct a software clock. The PLL system takes as input the broadcasted clock and keeps the local clock synchronized to it. The construction is based on the Kalman filter algorithm (Appendix A). The
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expected synchronization accuracy, defined as the difference between the input and output clock, for the particular case study is specified as 1µs. The resulting clock is used by the micro process to timestamp the audio frames. Subsequently, the base station is able to reproduce the received audio frames in the correct chronological order.

**Sensor Network Platform Description**

We target as platform a Wireless Sensor Network (WSN) of spatially distributed autonomous sensors. They are responsible of monitoring sound, referred as slave nodes, and cooperatively pass their data through the network to a base station, referred as the master node.

The wireless network (WLAN) provides the ability of bidirectional communication between all the network nodes for audio handling and clock synchronization. Thus, the choice of the master node is completely arbitrary. In addition, the WLAN is based on the IEEE 802.11 standards (WiFi).

Each network node is a hardware platform, which consists of the computational core, the WiFi and the sound card. The computational core is responsible for the node’s processing operations, the WiFi card supports the wireless communication of the network, and the sound card is dedicated to capture or reproduce sound.

In the specific case study, we use a WSN that consists of three network nodes, as represented graphically in the lower part of Figure 8. As network nodes we use 3 UDOO platforms and as Access Point (AP) we use a Snowball SDK platform. To capture and reproduce audio samples, we used the API provided by the Advanced Linux Sound Architecture (ALSA). This API supplies structures and functions to communicate with the node’s sound card through the ALSA library.

In the following subsection we present the mapping that is used for the deployment of a WMSN application to different hardware nodes.

### 4.1 Code Generation on Distributed Sensor Network Platform

As depicted by the deployment of Figure 8 the clock synchronization protocol runs in parallel with an audio application. The synchro and speaker processes are mapped to the Master UDOO node, whereas the PLL and micro processes to the Slave UDOO nodes. The shared objects are mapped to the WiFi cards, which are managing the communication through the Snowball SDK AP. The sensor network nodes can communicate through various modes, such as unicast, broadcast and multicast. They also support additional communication protocols, apart from UDP, such as the raw Socket protocol.

We hereby present some experimental results obtained from the generated code for the case study. The results focus on the clock synchronization accuracy of a slave node. Specifically, in Figure 9 we plot the time difference between the Master and the software clock computed in the PLL of the Slave. The software clock follows the advance of the Master clock and maintains a relative offset from it (here around 100µs) with a resulting accuracy of 76µs. As illustrated in [20], in a PLL-based approach this offset depends on the synchronization frequency of the application. Although an increase of this frequency results in better synchronization, it simultaneously increases the number of transmitted packets in the network. This leads to higher energy consumption, thus shortening the network lifetime.

The execution of the generated code also provided debugging traces, which we analyzed, in order to compute probabilistic distributions for specific case study parameters. These parameters concerned the computation of each local hardware clock, the packet delivery ratio and the end-to-end delays. The debugging traces were used to calibrate the BIP abstract system model and produce the BIP system model (design flow step 3), thoroughly described in the following subsection.

### 4.2 BIP System Model

This section presents the system model constructed for the WMSN case study. It consists of the Master component and two instances of the Slave component, using the same interfaces and interactions with the
other system components. For comprehension purposes, Figure 10 illustrates a simpler system containing only one instance of the Slave component. The Master is responsible for periodical transmission of synchronization packets containing its hardware clock value through the port \texttt{CLK\_SEND}. This value, as well as the Slave’s hardware clock value, are obtained using probabilistic distributions for the Gaussian random variables of the discrete clock model (see Appendix A). The timing model is as a discrete time step advance and associated with the interaction \texttt{TICK}. This interaction is used as a strong synchronization among all the system components, implementing a timing model. The transmitted and received packets are stored in a buffer component (\texttt{Mbuffer} and \texttt{Sbuffer} instances of Figure 10), which follows a FIFO queuing policy. The processing and transmission of the data is handled by the WiFi component, modeling the wireless network (WiFi unit of Figure 8), and responsible for the packet transmission to every Slave component in the model. This component is using probabilistic distributions for network-specific characteristics, such
as the packet delivery rate and the end-to-end delays. Whenever a synchronization packet is received by the Slave component (CLK_RECV port), it computes the synchronized clock of the Kalman algorithm (see Appendix A). Each audio packet is transmitted through the AUDIO_SEND port and timestamped with the latest computed value of the synchronized clock.

Component behavior

The transmission of synchronization packets is initiated by the Master compound component in the model, formed by the Mclock, the synchro and the speaker atomic components. The Mclock (Figure 11a) models the behavior of the Master’s hardware clock. The synchro component is responsible for the periodical transmission of synchronization packets and the speaker component for the consumption and playout of the received audio packets. The Mclock component (Figure 11a) consists of the initial state idle and the transmit state. It periodically triggers the transmission of packets through an interaction with the synchro component. The time needed for the generation of packets ($P_{SYNC}$) is fixed and thus considered as a model parameter. An interaction through the port TICK will result in a time progress equal to one (tick) unit. When the time is equal to $P_{SYNC}$, the control moves from idle to the transmit state due to the corresponding guard. Following the interaction involving its SEND port, the current hardware clock value is forwarded to the synchro component. This value is computed using probabilistic distributions for the discrete clock model of the Master. The speaker component starts to reproduce the received audio samples periodically ($P_{P}$ period) through the port READ after an initial playout delay $p_1$.

The WiFi component (Figure 12) is formed by two parts. The first concerns the reception of the transmitted frame by the Master component and the second, the response time calculation as well as the transmission of a frame to the Sbuffer component. We accordingly consider packets that lost or delivered out-of-order as failed transmissions. Consequently, in the model every frame received through the RECV port, is either successfully transmitted (success state) or discarded if delayed or lost (degraded state). The number of consecutive successful or failed packet transmissions is chosen by corresponding probabilistic distributions ($\lambda_{ok}$ and $\lambda_{fail}$ respectively). If a frame is received in the success state through the RECV port, it is stored in a FIFO queue and the value of successful packet transmissions is decreased. The frame’s transmission time is accordingly chosen by the end-to-end delay distribution ($\lambda_{delay}$). Afterwards, the control moves to the second part, where the time advances through the TICK port. Whenever the transmission time of a frame in the queue is reached, it is forwarded to the Sbuffer component through the SEND port. In the meantime, if the chosen number of consecutive successful transmissions is equal to zero, the component moves from success to the degraded state. Accordingly, a value from the distribution of failed transmissions is chosen. This value indicates the number of subsequent frames, received through the RECV port, that are discarded. The WiFi component only returns to the success state, when it becomes equal to zero again.
The Slave compound component consists of three atomic components: The Micro, the Sclock and the PLL. The Micro component is responsible of capturing and transmitting periodically audio samples. Additionally, the Sclock component is modeling the hardware clock of the Slave and the PLL component (previously presented in Figure 2) computes the synchronized clock of the Kalman filter algorithm. In order to model the Sclock component (Figure 11b) we use the same method with the Mclock component constructing a probabilistic distribution for the discrete clock model of the Slave. Furthermore, the PLL component receives the transmitted synchronization packets from the Master and updates the synchronized clock. To accomplish that, it needs to interact with the Sclock component receiving its local clock (LOCAL_CLK port), in order to apply the PLL functions of the real application. It is also polled periodically by the Micro component (CLK_REQ port), in order to add a hardware clock value to each audio packet scheduled for transmission. The corresponding reply (CLK_RES port) contains the latest computed synchronized clock value augmented by the time elapsed between the last reception of a packet and the received request. Both are measured through an interaction with the Sclock component (LOCAL_CLK port). The Micro component generates each audio packet periodically (PM period).

Figure 11: Hardware clock components of the Master and the Slave

Figure 12: WiFi component
In the following subsection we report on the experimental results from the analysis of the BIP system model (step 4 of the design flow), obtained by the simulations and the use of SMC.

4.3 Analysis and experimental results

We conducted two sets of experiments, focusing on equally important requirements in the development of multimedia sensor networks. The first analyzed the utilization of the buffer components concerning only the audio capturing and reproduction in the system. Thus, this experiment focused on functional requirements, influenced by non-functional such as the packet delivery ratio and the end-to-end delays. In the second we focused on the synchronization of the device clocks. Therefore, we observed the difference between the Master clock ($\theta_M$) and the synchronized clock computed in every Slave ($\theta_S$) without the impact of the audio capturing and reproduction. In order to evaluate these requirements we describe them with stochastic temporal properties using the Probabilistic Bounded Linear Temporal Logic (PBLTL) formalism [4] and detail on their probabilistic results using the SMC tool of the BIP framework.

**Experiment 1: Buffer utilization.** We evaluated the property of avoiding overflow or underflow in each buffer component by considering the following properties: $\phi_1 = (S_{buffer} < MAX)$, as well as $\phi_2 = (S_{buffer} > 0)$, where $S_{buffer}$ and $S_{Mbuffer}$ indicate the size of the Slave and Master buffer components accordingly. The value of $MAX$ is considered as fixed and equal to 400. As illustrated by Figure 13 $P(\phi_1) = 1$, meaning overflow in the SBuffer is avoided, for the considered value of $MAX$. Furthermore, the probability of underflow avoidance in the Mbuffer depends on the initial playout delay ($p_1$). Specifically, in Figure 14 we can observe that for delays greater than 1430 ms $P(\phi_2) = 1$, meaning that the Master component should start the consumption of audio packets when this time duration has elapsed.

![Figure 13: Probability of satisfying overflow avoidance in the Sbuffer](image)

**Experiment 2: Synchronization accuracy.** The property of maintaining a bounded synchronization accuracy is defined as: $\phi_3 = (|\theta_M - \theta_S| - A < \Delta)$, where $A$ indicates a fixed offset between the Master and each computed software clock and $\Delta$ is a fixed non-negative number, denoting the resulting bound. In the first step we used several probabilistic distributions from the execution results of the application to test if the expected bound $\Delta = 1\mu$s is achieved. However, as it can be depicted by Figure 15 the achieved bound by the simulations was always above the defined bound of $1\mu$s for $A = 100\mu$s. As a second step we repeated the previous experiments, in order to estimate the best bound. Thus, we tried to estimate the smallest bound, which ensures synchronization with probability $P(\phi_3) = 1$, by repeating the previous experiment for a variety of $\Delta$ between 10$\mu$s and 80 $\mu$s. The simulations have depicted that the synchronization bound was 76 $\mu$s, as it is also observed by the execution results of the generated code in Section 4.1.
5 Conclusions

We have presented a novel approach, based on a design flow, facilitating the development of correct and operational applications for sensor network systems. It takes as input the application software and the hardware specification (communication protocol and sensor network platforms) as well as the mapping between them and constructs a system model in BIP. This model is stochastic, meaning that it can be tested, simulated and validated using the statistical model checking tool of the BIP toolset. Moreover, through the use of rapid prototyping, our approach supports the automatic code generation for the target distributed sensor network platform.

We illustrate our method through a multimedia sensor network application targeting in two paths: 1) the construction of a sensor network system model and 2) the automatic generation of correct C code for execution in the target platforms. The method is used to evaluate functional and non-functional requirements for such applications, through statistical model checking. It also exploits the advantages of code generation for deployment on the target platform and for debugging purposes. The conducted experiments focus on the buffer utilization and the synchronization accuracy of local clocks according to a common time reference in the system.

As a future work, we are considering improvements in order to decrease the relative offset between the software clock, computed in each device, according to a reference clock. Thus we are experimenting with various clock synchronization frequencies, whilst trying to keep the amount of packets in the network as
low as possible. This may as well result in a possible alternation of the clock synchronization protocol. Additionally, we focus on multimedia applications for environments supporting lower resource platforms than Linux. In this scope, Basu et al. introduced in [3] formal models for TinyOS, an evenly popular environment for the development of such applications. Although supporting communication with lower resource consumption, such systems allow the transmission of a small amount of data in each packet. Therefore, in the target multimedia applications data are often transmitted in several packets. Consequently, the network is more frequently occupied, resulting in a higher probability of collision occurrence and packet loss. In order to analyze the impact of the additional latencies in the available resources, we plan to develop a similar design flow for such systems.
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Appendices

A Kalman filter algorithm

This clock synchronization algorithm (proposed in [8]) continuously corrects the local clock reducing its offset from the master clock. A clock is defined by a discrete model as follows:

$$\theta[n] = \sum_{k=1}^{n} \alpha[k] \tau[k] + \theta_0 + \omega[n]$$

(1)

where $\alpha$ is the clock skew, $\tau[k]$ the sampling period at the $k^{th}$ sample, $\theta_0$ the initial clock offset, and $\omega[n]$ the random measurement as well as other types of additive noise. In a sender-to-receiver synchronization, this noise consists of four factors [23]:

- the time for message construction and sender’s system overhead,
- the time to access the transmit channel,
- propagation delay,
- the time spent by the receiver to process the message.

Since $\tau[k]$ can be different, the above clock model covers uniform and non-uniform sampling. Equation (1) can be rewritten recursively as follows:

$$\theta[n] = \theta[n-1] + \alpha[n] \tau[n] + \theta[n]$$

(2)

where $\theta[n] - \theta[n-1]$ is considered as a Gaussian random variable with mean 0 and variance $\sigma_\theta^2$, as described in [7]. We assume that the clock skew $\alpha[n]$ is time-varying, that is, it can change completely from one sample to another with the optimal estimator being:

$$\hat{\alpha}[n] = \frac{\theta[n] - \theta[n-1]}{\tau[n]}$$

(3)

This variation can be modeled as a random process defined by the Equation (4):

$$\alpha[n] = \alpha[n-1] + \gamma[n]$$

(4)

where $\gamma$ is considered as a Gaussian random variable with mean 0 and variance $\sigma_\gamma^2$ indicating the noise model, as described in [8]. As the above equations are used to define the Kalman Filter algorithm, we accordingly illustrate its vector-matrix form, previously introduced in [8].

Let $\theta$ denote the master timestamp in which we add the noise delays (see Equation (1)), and $\tilde{\theta}$ the value of the synchronized clock.

$$\tilde{\theta}[n] = \sum_{k=1}^{n} \alpha[k] \tau[k] + \theta_0 \Rightarrow$$

$$\tilde{\theta}[n] = \tilde{\theta}[n-1] + \alpha[n] \tau[n]$$

(5)

Based on the Equation (4), the Kalman Filter state of the synchronized clock is defined by the Equation (6):

$$x[n] = Ax[n-1] + u[n]$$

(6)
, where $x[n] = [	ilde{\theta}[n] \ a[n]]^T$, $A = \begin{bmatrix} 1 & \tau \\ 0 & 1 \end{bmatrix}$, $u[n] = [0 \ \gamma[n]]^T$ and $\tau$ is the sampling period. The Kalman Filter observation Equation is the noisy observation of the reference clock (Equation (7)).

$$\theta[n] = \tilde{\theta}[n] + v[n] = b^T x[n] + v[n]$$ (7)

, where $b^T = [1 \ 0]$. Then, the Kalman Filter vector-matrix form is defined by the following Equations:

$$\hat{x}[n] = A\hat{x}[n-1] + G[n] (\theta[n] - b^T A\hat{x}[n-1])$$ (8)

$$S[n] = AM[n-1] A^T + C_u$$ (9)

$$M[n] = (I - G[n] b^T) S[n]$$ (10)

$$G[n] = S[n] b (\sigma_v^2 + b^T S[n] b)^{-1}$$ (11)