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Abstract

In this paper we approach the state-explosion problem when model-checking timed systems
with a great number of components. Our solution consists in adapting a rule for composi-
tionally verifying systems of extended finite state machines [3] to timed systems. The main
difficulty is in the lack of information about the relations between local timings. We propose
to strengthen the verification rule with inequalities between local timings which we show to
be invariants of the global system, thus the soundness of the new verification rule is preserved.
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1 Introduction

Motivation: We approach the state-explosion problem when model-checking timed systems with a great
number of components. Our solution consists in adapting a rule for compositionally verifying systems of
extended finite state machines [3] to timed systems.

Context: When it comes to formalising a particular verification problem, there are several options for
modelling behaviour and expressing properties, be it LTS, TA, hybrid systems on the part of behaviour, or
be it a specific logic on the part of properties. All of them have certain common concepts which can be
factored out and abstracted into a generic framework s.t. each class can then be seen as an instantiation.

A Generic Approach for Compositional Verification: Given a generic framework (GF) consisting of:

1. an operational level to characterise the behaviour of systems in terms of the behaviour of the consti-
tuting components B; interacting via a coordination mechanism -y, denoted as ||, B;

2. alogical level to characterise properties of the system, usually denoted by ®, of components, CI(B;),
and of coordination, I (),

verify if a given (usually safety) property is satisfied by the whole system in a compositional manner by
means of a rule like:

CI(By) € Inv(B1) ... CI(B,)€Inv(B,) II(v)e€ Inv(||,B;)
- (/\CI(BZ-) AII(y) — <I>)

(VR).
||“/Bi FOe

GF is abstract in the sense that at the operational level components are understood as state machines,
i.e., their behaviour is given in terms of states and state transformers, i.e., transitions s.t. one can further
define a notion of state successor and a notion of reachable set. The properties we work with at the logical
level are understood as invariants (properties that hold in every reachable state). The logical framework
is assumed to be decidable such that CI(B;), II(vy) can either be effectively computed or proved to be
invariants. In the rule (VR), Inv(B;) denotes the set of invariants of component B;, the symbol I- is used to
underline that the logical implication can be effectively proved (for instance with an SMT solver) and the
notation B |= (0® means that the predicate ¢ holds in every state of B. We recall that in general ||, B; has
a state space which is too big (possibly infinite) to directly exhaustively check in a feasible manner that ®
holds in every state. This is why it is important to be able to apply a rule such as (VR) which reduces the
verification problem to components and interaction model separately. We note that though CI(B;), I1(7)
are invariants, we prefer to use the notation CI(B) € Inv(B) to stress that CI(B) can be effectively either
computed as an invariant or proved to be an invariant.

GF is generic in the sense that different instantiations of GF can be obtained by making explicit (ground-
ing) the operational and the logical levels in GF. One example of instantiated GF is BIP +FOL for which
the verification rule is exploited in the tool D-Finder [3].

Goal: Our goal is to present a different instantiation with respect to timed systems.

Challenge: Though the rule (VR) from GF is, by itself, sufficient to prove interesting safety properties in
[3], this is not the case in the context of timed systems, where the rule is quite weak in the sense that it
often raises false alarms (the so called “false positives™). This is mainly due to missing relations between
the clocks of the system. To illustrate this, we consider an abstract scenario where a “controller” compo-
nent serves “worker” components one at a time. For simplicity, Figure 1 depicts an instantiation with only
one worker Worker; interacting with Controller by synchronising on ports b; and ds, i.e., the interaction
model + is given as the set {(a | b1), (¢ | d1)}. A safety property which the system should fulfil is that
whenever 3 < «, before synchronising on a and b, the time difference between the clock of the controller
and that of the worker is less or equal than o — (3, i.e., Safe = (ley ANl1) = 2 —y < a— .
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b1,y > B

Workery

Controller

Figure 1: An Abstract Example as Illustration for the Weakness of (VR).

The property Safe is, indeed, a global invariant: Controller||, Worker = OSafe. However, given that
the component invariants are':

CI(Controller) =lco V (lex ANz < @) Vleo
CI(Worker1) =11V (o ANy > )

we can show (by hand or with a solver like Z3 [10] or yices [5]) that the conjunction CI(Controller) A
CI(Workery) NII(y) A—Safe is satisfiable, and thus (VR) cannot be used. Intuitively, the problem comes
from the fact that the relations between the values of clocks in different components at synchronization time
cannot be derived only from the component invariants alone, because what they offer is just a characterisa-
tion of the local clocks. In this paper, we propose a solution which makes use of additional clocks to store
information about the timings at synchronizations. Furthermore, because of the inherent non-determinism
in the interaction model, at a given time, there may be more interactions which can be fired. The order of
execution of such competing interactions does not reflect at the component level. We look into solving such
conflicting situations by extending our method based on history clocks from component to system level.

2 The Model

2.1 Operational Level

The operational level provides concrete definitions for the notions of components, interaction models,
and systems. As mentioned in the introduction, in the framework of the present paper, components are
timed automata and systems are compositions of timed automata with respect to interaction models where
interactions are sets of ports on which components synchronise. Before detailing these definitions, we note
that the timed automata we use are essentially the ones from [12] however sligthly adapted to embrace a
uniform notation throughout the paper. We note that we restrict to this particular class because we want to
have a common set of examples to compare our compositional approach with model-checking the whole
system in Uppaal.

Definition 1 (Timed automaton (TA)). A TA is a tuple (L, P, T, X, tpc) where L is a finite set of locations,
P a finite set of ports, T C L x (P x C x 2%) x L is a set of edges labeled with an action, a guard, and a
set of clocks to be reset, X is a finite set of clocks, and tpc : L — C assigns a time progress condition® to
each location. C is the set of clock constraints. A clock constraint is defined by the grammar:

C = true | false | x#ct | v —y#ct | CNC

'We assume that clocks may only have positive values. Thus, for simplicity, we do not show in the component invariants inequal-
ities like x > 0.

2To avoid confusion with invariant properties, we prefer to adopt the terminology of “time progress condition” from [4] instead of
“location invariants”.

2/17 Verimag Research Report n® TR-2013-5



L. Astefdanoaei, S. Ben Rayana, S. Bensalem, M. Bozga, J. Combaz

withz,y € X, # € {<,<,=,>,>}and ct € Z.

Time progress conditions and guards are clock constraints. Time progress conditions are restricted
to constraints as x < ct. Guards are s.t. they are included in the clock invariants, i.e., given an edge
(l7 (p,g,7), l’), tpc(l) — g evaluates to true.

Definition 2 (Semantics of a timed automaton). The semantics of a timed automaton TA = (L, P, T, X tpc)
is given by the LTS sem(TA) = (Q, X, —) where:

o (Q C L x V denotes the states of TA;

e — C Q x (ZUR>() x Q denotes the transitions according to the rules:

- (1,v) KN (I,v+6)if (Vo' €[0,6)).(tpc(l)(v + &")) (time progress);
- (Lv) B WV if (1 (p,g,r),l') €T, g(v) Atpc(l')(V'), with v’ = v[r] (action step).

V is the set of all clock valuation functions v : X — Rxq. For a constraint C, C(v) denotes the
evaluation of C in v. The notation v + 0 represents a new v’ defined as v'(x) = v(x) + 0 while v|[r]
represents a new V' defined as:

V(z) = {v(x) xeX\r

0 T ET.

Because sem(TA) is usually infinite, the finite symbolic representation that has been proposed instead
is the so called the zone graph [12]. The symbolic states in a zone graph are pairs ([, ¢) where [ is a location
of TA and ( is a zone, a conjunction of clock constraints, or equally, a polyhedron. Given a symbolic state
(1, ¢) its successor with respect to a transition ¢ of TA is denoted as succ(t, (I, ¢)) and defined by means of
its timed and its discrete successor:

e time_succ((l,¢)) = (I, /¢ Ntpc(l))
e disc_succ(t, (1,¢)) = (I',(¢Cng)lr] Ntpe(l)) if t = (I, (L g,7), 1)
e succ(t, (I,¢)) = close(time_succ(disc_succ(t, (1,¢))), ¢)

where 7, [r], close are usual operators on zones [12]. We briefly recall their meaning: * ¢ is the forward
diagonal projection of , i.e., it contains any valuation v’ for which there exists a real § such that v/ — ¢ is
in ¢; ¢[r] is the set of all valuations in ¢ after applying the resets in 7; close((, ¢) is the set of all valuations
in ¢ where one ignores the constraints with constants greater than c.

Given a TA with transitions 7', the set of symbolic states reachable from a given symbolic state s is the
set of all possible successors:

Reach(s) = {s} U U Reach(s").
teT
s’ esucc(t,s)
A symbolic execution of a T'A starting from a symbolic state sg is a sequence of symbolic states
80581, -+ -5 8n, - - . such that for any ¢ > 0 there exists a transition ¢ for which s; € succ(t, s;—1).

Definition 3 (Interaction Model). Given n components B; with P; their sets of ports, an interaction model
7 is a set of sets of ports, i.e., y C 2YiT%,

Definition 4 (Timed System ||, B;). Given n components B; = (L;, P;, T;, X;, tpc;) with P, N P; = ),
X;NX; =0, forany i # j, and an interaction model ~, || B; is the new timed automaton (L, P, T, X, tpc)

where P =~, X = U;X;, L = x;L;, tpc(l) = ﬂitpc(li), T,y is s.t.:

e for any interaction o« € vy s.t. o« = {p; | i € I} withI C {1,...,n} and p; € P,, we have that
[ 225 1" where | = (i, ln), g = ﬂgi, r= Uri, and l' is defined as:
iel iel
P (TR
l; owise

The semantics of the system is given as TA semantics.
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2.2 Logical Level

We recall from the introduction that invariants are state properties which hold in every reachable state
and that we use Inv(B) to denote the set of invariants of B. Next, we recall the definition of inductive
invariants, which, in contrast to the general definition of invariants, is implementable.

Definition 5 (Inductive Invariant). Given a component B with initial state sy a property I is an inductive
invariant of B if so = I and s |= I implies s’ |= I for any s’ € succ(t, s) and t a transition of B.

Proposition 1. If I is an inductive invariant of a component B and the implication I — ® is a valid
Sormula, then ® is an invariant of B, B = O®.

Given a system consisting of n components B; and an interaction model +, the logical level provides
concrete definitions to the notions of component invariants CI(B;), interaction invariant 7(vy). Our
choice? is to work with component invariants as over-approximations of the state space:

e CI(B;) = \/ I A ¢ where s is the initial state of B;
(1,¢)€Reach(s?)

and interaction invariants as the minimal models satisfying implications about global locations which can
be deduced from interaction models:

o II(v) = /\ \/ { where L(+y) is a trap derived from the interaction model ~.
L(v)1eL()

We note that the above are particular choices of invariants we adopt; this means that the method is generic
enough to work with other definitions of invariants as well, for example, for the interaction invariants, one
could use linear invariants instead.

Proposition 2. CI(B;), II(y) are inductive invariants of of || B;.

Let GI denote II(7y) A /\C’I (B;). Making use of the fact that the conjunction of invariants is an

i
invariant we can show that GI is also a global invariant, and furthermore, that it is inductive.
Proposition 3. GI is an inductive invariant of ||, B;.

As for system properties, we are interested in safety properties which we denote by ®. As an example,
we consider the absence of deadlock. We say that a timed system with an interaction model +y is deadlocked
when no interaction in 7y is enabled. We denote such a property as DIS(y), DIS(vy) = /\ —enabled ().

acy
Intuitively, a symbolic state (I, v) is enabled if there exists an action successor of (I, v + J). Concretely,
we use the enabledeness predicate as it has been defined by means of operations on polyhedra in [13]:

o enabled(a) = (g N [r]tpe(l’))

where « is an interaction, and g, r, I’ refer to a global transition ¢ = (l, (Lyg,.),0 ) corresponding to o and
[r]¢ is the set of valuations v such that v[r] is in .
Recall (V R) from introduction:

FGI— ®

VR
B oo N

Using Prop. 3 and Prop. 1 (V R) can be shown to be sound.

3To ease the reading, we abuse notation and use  as a place holder for a state predicate “at(l)” which holds in any symbolic state
with location [, i.e., its semantics is given by (I, ¢) = at(l).
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3 A Method for Compositional TA Verification

In the introduction, we gave an intuition about why (V' R) in its genericity is weak: the main problem is that
the information about the relations between the values of local clocks at synchronisation time is not used.
This is a consequence of the fact that the clocks advance at the same rate. The solution we propose consists
in equipping components (and later, interactions) with history clocks for each port; then, at interaction time,
the clocks corresponding to the ports participating in the interaction are reset; finally, new relations between
the history clocks together with inequalities on history clocks automatically computed from v strengthen
GI.

3.1 Components with History Clocks

Definition 6 (Component with History Clocks). Given a component model B = (L, P,T, X, tpc), its
extension wrt history clocks is a timed automaton B" = (L, P, Th X UHp, tpc) where:

e Hp denotes the set of history clocks associated to ports, Hp = {h, | p € P};
o Th = {(l, (p,g,7 U [hy = 0]),1’) | (l, (p,g,r),l’) IS T}.

We note that there are no restriction on the initial values of the history clocks.
As an illustration, Figure 2 shows the extension with respect to history clocks of the components from
the abstract example in the introduction. The extension preserves the symbolic states of the components,

Worker?

Controller™

Figure 2: The Abstract Example with History Clocks.
and consequently any invariant of the composition of B/* corresponds to an invariant of ||, B;. For the ease
of reading, we abuse notation and use 34 p to stand for 3hy, 3h,, ... 3h,, for P = {p1,ps,....pn}

Proposition 4. Any symbolic execution in Bih corresponds to a symbolic execution (Where all constraints
on history clocks are ignored) in B;.

Corrolary 1. If ||, Bl = OI then ||, B; = O(FHp).I.

3.2 Inequalities for Histories

By construction, history clocks are reset when the corresponding ports participate in an interaction. Thus,
all other clocks have greater values. This basic but useful observation we exploit in the following definition.

Definition 7 (Interaction Inequalities for History Clocks). Given an interaction model vy, we derive the
following interaction inequalities E(y):

e =\ (N = hy < minyepenhy NGO a))

a€y pg€a

whereySa={B\a| B €yAB\a#}and P(v) denotes the set of ports in .
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As an illustration, for the abstract example, £(vy) = (ha = hpy) A (he = hgy).
Proposition 5. £(v) is an inductive invariant of ||, B.

Due to the combination of recursion and disjunction, the formulae obtained by Definition 7 can be
large. Much more compact formulae can be obtained by exploiting non-conflicting interactions in +y.

Proposition 6. I[fy = v1 U~ys, where each vy; is non-empty and their ports are disjoint, P(~y1)NP(v2) = 0,
then E(v) = E(11) A E(2).

Corrolary 2. Ifthe interaction model ~y has only disjoint interactions, i.e., for any oy, a € 7, a1Nag = (),

then E(vy) = /\( /\ hp:hq).

g€y p,g€a

3.3 (VR) revisited

We propose to strengthen the global invariant GI as defined in Section 2.2 by replacing CI(B;) with
CI(B!") and by adding £(). For ease of reference, we denote the new conjunction I1(y)A; CI(BM)AE ()
as GI". As an illustration, for the abstract example, the invariant properties for the components with
history are:

CI(Controlle'rh) =legVIahz<aAhz=h.Ax<hg) V(IcaANx=hgANh.=hs+ )
CI(Worker™) = (b Ay < hip, Ay =ha, )V (Ia A hy, < ha, Ay > B+ hy,)
Together with the information from £(+y), the conjunction GI " A —Safe reduces to false, i.e., if GI" is
a global inductive invariant then Safe is also an invariant of the system.We conclude that the analysis with

the auxiliary information derived with the help of history clocks is more precise in general.
We need to show the soundness of the new (V R)".

Theorem 1. The rule (VR)":

- (3Hp)GI" — @
||~/Bi 0o

(VR

is sound.
The soundness follows from:
1. GI" is an inductive invariant of ||, B} (by Prop. 3 and Prop. 5)
2. (3Hp)GI " is an inductive invariant of |l B; (by Corr. 1)

3. ||l Bi = O® (from hypothesis - (3Hp) GI" — ®, together with item. 2 by Prop. 1)

4 [Extension: handling conflicting interactions

In the previous section, we showed, on the abstract example, that by introducing history clocks, the calcu-
lated invariant approximates better the global reachable states set of the systems. No false alarm is detected.
However, there are scenarios when the technique is weak. This is the case, for example, when interactions
are conflicting. To illustrate the problem, we extend the abstract example by setting up N workers. For the
ease of reading, let I denote the set {¢ | 1 <4 < N}. There are N interactions conflicting in port a and N
other interactions in port ¢, i.e., v = {(a | b;), (¢ | d;) | @ € I}. The equation relating history clocks is:

5(7) = \/ <ha = hbk < miniel\{k}hbi) A \/ (hc = hdk < miniel\{k}hdi).
kel kel
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bn,
dn
y:=0 bn,y > B8
hq, =0 hon =0
dn
Worker?

Controller”

Figure 3: The Abstract Example with N Workers

In the following, we want to check if the system is deadlock-free. We point out that for a precise system,
[ and « are fixed. By varying those values, we study a family of systems in order to probe the accuracy
of the method. We note that, for the system, there is a value (j;,,;+ such that for every 8 > Bjimqt, there
is a real deadlock state. We may show that 3;,,;+ = N X «. In some way, when the controller attains lcq
state, at least one worker i should have stayed at least 3 — « time in [3. In fact, the workers are employed
sequentially. When a worker makes its loop, all the others remain at [],j # i. When 8 = S, the
oldest worker in making a loop attains exactly Yoigest = Brimit at 1§99, when z = .. If B > Blimat, its
impossible that y,1ges¢ > 5. Transition b,4.s¢ and, subsequently, all b; are disabled whereas a is urgent
(x = «). This induces a real deadlock state.

B < Biimit = deadlock freedom
B > Bimit = real deadlock

We show next that in such a scenario with conflicts the basic method returns false alarms in the case
where the real execution is deadlock free, i.e., when 8 < f3j;mi¢. To do this, we consider the more general4
safety property —DIS, where DIS is as follows:

DIS = /\ (~les ANliAT <any;—z>B—a) A=(leg Alb))
iel
We recall the subformulae in the invariants for the controller and for workers which are significant for
the reasoning:
CI(Contmllerh) =lcgV (ley ANhe=x < hg Az <a)V(legANhg =2 < h)
CI(Worker}) = (Ii Ay; = ha, < hw,) V (14 Ay = hg, > hy, + B)
We can show that for any N there exists a substitution (more precisely, infinitely many) § which makes
true both GI" and DIS. For instance, when N is 3, 6 is as follows:

3o
9:{101,l%,l%,l%,ygza,x:a, Y1 =Y2 =

2’
3a
(hc:hd3 :a) < (hdl :hd2 = 7) <

(ha = hb3 = 2&) S (hbl = th = 30[)}

It can be shown that GI"6 evaluates to true, i.e.:

(CI(Controllerh) /\ CI(Worker;) NIT (y) Ae () )9 =T
1<i<3

4We note that the property Safe a priori introduced is, in fact, a subformula of DIS.
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Further, DIS is also satisfied and thus a false deadlock is detected because at [ } we have that ys —x =0 <
f—a=aandatli wehavethaty; =goandy; —z =9 < f—a=a.

The above solution is the outcome of the following scenario: if Workers has already executed one
loop, then the sequence of interactions involved is (b3 | a), (ds | ¢). However, with the corresponding
equalities and inequalities of £(~y), with the local invariants and the interaction invariant, nothing forbids
the following ordering:

he = hay < min(hq,, ha,) < hpy = he < min(he,, he,) (D)

The clocks order in Inegs. (1) does not correspond to any real execution because transition ds or dy
cannot occur between transitions b3 and ds. Such a relation cannot be deduced from the component invari-
ants because there is no information about the time difference (hq, — hq, ). As a general remark, d; cannot
occur between b; and dj, j # 9. The values ’hd]. — hdi‘ are, in fact, bounded below: if we consider the
port ¢, we can check that at least « time units pass between two consecutive occurrences of ¢ transition.
We deduce that ‘hdj — ha;| > aforany ¢ # j. It can be shown that by adding these differences, no false
alarms are being raise, i.e., we obtain exactly the same results on deadlock as in the real execution: when
a real deadlock exists (8 > Bimit), we detect it and when the system is deadlock-free, there is no false
alarm.

The above reasoning suggests a generic way to strengthen G/ " with information about the differences
between the timings of the interactions themselves. To effectively implement this, we attach history clocks
and corresponding resets to interactions at the system level:

Definition 8 (Interaction History Clock). Given a system ||, B;, its extension wrt history clocks for inter-
actions is ||,n Bl', B, where:

o B, is an auxiliary TA having one location | with no invariant, and for each interaction o in -y a clock
ha, i.e, By = ({I*}, Py, T, H.,0) where:

— the set of ports Py = {po | o« € v}
— the set of clocks H = {ho | @ € 7}
- T ={(*pa, Tyhe :=0,1%)}
o V" ={(pa | @) | @ €7} with (po | @) denoting {pa} U{p | p € a}.

In a similar manner as in Section 3.2, it can be shown that any invariant of B,||,» B! corresponds
to an invariant of ||, B; by first showing that any execution of B,||.,» B/" corresponds to an execution
of ||y B;. For the ease of reading, we abuse notation and use 37, to stand for 3hy, Fha, ... Ih,,, for
v={o1,9,...,a,}.

Proposition 7. Any execution in B.||» B!' corresponds to an execution in | B;.
Corrolary 3. If B, ||,» B! =0 I then ||, B; = O 3HpIH,,.1.

Recall that for component history clocks we added inequalities. We extend the def of £ to talk about
interaction history clocks.

Definition 9 (£7).

E*(y) = /\ hp = minaey, ha-

peP
where vy, = {a | p € P(a)} and 6, is the minimum time between two consecutive occurences of p.
The next proposition makes the relation between £(y) and £*(vy) explicit.
Proposition 8. The following equivalence holds: IH.,.E*(v) = E().

Next, we add “separations” for conflicting ports.

8/17 Verimag Research Report n® TR-2013-5
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Definition 10 (Separation for interactions). Given an interaction model v and a conflicting port p, the
induced separation, S(v, p), is:

N ha—hs|>6,
a,BEY|p
a#p

where 6, is the minimal time elapse between 2 consecutive executions of p in the “parent” component.
Further, let S(vy) be /\ S(v,p)-
PEP(Y)

Hypothesis 1. The initial values of the history clocks assoc. with interactions in By is s.t. it satisfies S().
This is just a technical convention to simplify the proof.

Next, we show that the new formulae are in fact inductive invariants.
Proposition 9. Both £*(7), S(v) are inductive invariants of B ||.,n BJ'.
We strengthen GI" to:
GI* = II(y) A; CI(BM) AE*(7) AS(7)
and consequently, the new (V R)* is:

F(3H,)GI" — @
||“/Bi |: e

(VR)*

Similarly as it has been shown for the basic method in Section 3.3, the soundness of the new rule (V R)*
follows from the fact that GI™ is a global inductive invariant of ||.,» Bl',B,. This is, indeed, the case
because GI™ is a conjunction of invariants, which themselves are inductive.

Theorem 2. The rule (V R)* is sound.

Remark 1. By Corollary 3 we have that 3H p3H.,.GI" is an invariant of ||, B;. To get some intuition
about what information brings such an invariant, we consider an abstraction of the previous example. Let
r be a port in a controller component and let r; be the ports in worker components s.t. r; interact (and thus
conflict) on 1. The subformula of GI* which interests us is the conjunction of £* and S. We have:

E*(v) = Nihp, = hyjjp A by = ming(hy,)y)
S(’Y) = /\ | hm\r - hrj|r |2 5r
(2%}
i#]
and consequently:
I EX N ASA) = N ey =Py |26,
ij
i#]
Remark 2. By definition, separations consider all possible combinations between interactions and this
may lead to big formulae. We could, nevertheless, exploit the inherent symmetry in the scenario: real
executions correspond to fixing a permutation of the interactions from the non-deterministic vy, we can
show that there is an isomorphism between real executions (the controller maps to the controller, and i-th

worker maps to j-th worker); thus, in particular scenarios as the one we considered, it is enough to show
that the safety prop holds for one a priori chosen ordering.
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Process;

Figure 4: Fischer Protocol- Process automaton

5 Case Studies

5.1 Fischer protocol

A well-known example of real-time systems is the Fischer protocol for mutual exclusion. This example
is well-studied in real-time verification context. The system consists of a number of processes sharing a
resource. Two or more processes should not share the resource, thus be at the critical state at the same
time. In the literature, each process is modeled as a timed automaton, and the assignment of the resource
is decribed by a shared variable.

The concept behind Fischer protocol is that each process can affect his own identifier number to the
global variable. After T' time units, if the global variable is not equal to a different identifier number, the
process can enter the critic state and use the resource. The waiting time is constrained by local clocks.
Each process P; with identifier number ¢ has a local clock z; .

To simplify, we deal with an acyclic version of the protocol, where a process that enters the critical state
does not return to the request state again. We propose to check if in the first loop, two different processes
can be present in the critical state, which would correspond to a false alarm.

Figure 4 describes the mutual exclusion process.

5.1.1 Fischer protocol model without global variable

To model Fischer protocol in our framework without resorting to the shared variable, we propose an ad-
ditional component replacing it. The mutual exclusion between two processes is represented in Figure. 5
which contains, in addition, the corresponding history clocks. The figure shows the case of only two
concurrent processes. For IV processes, the interaction model is

v = {(enter;|eq;), (tryileqo), (set?™ > seti) i =1---N}
The equations relating the history clocks are calculated using Eq. 7:

e Conflicting interactions on port eqq are: xeqo|xt;, i = 1, N

Eqy = /\ (reqo = xt; A (zegqo < xt;),Vj # i)
i=1,N

e There is no conflicting interactions on ports eg;, seti?, set!”°““** and enter; :

Eqeq, = (zeq; = zen;)

Eqser, = (xs; = x5p;)
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Py s
eq1 | eq0 o eqa $—®enter2 try2

trysz
o
2

xo,xte :=0

xeng := 0

Process 1 Id Variable Process 2

Figure 5: Fischer protocol modeled without the global variable

The equation which we finally derive from + is

EM) =Ea A ( \ Eaeg) A\ Edoer,)

i=1,N i=1,N

5.1.2 Results

The local invariants of the processes components and the local invariant of the global Variable component
are joined to the intercation invariant in order to obtain the global system invariant. Without History clocks,
it is equal to:

GI = ( /\ CIP1) A CIId—Vam'able

i=1,N

where C'Ip, is the component invariant of process P; and CI14_variabie 1S the component invariant of
the global variable. If history clocks are considered, the global invariant becomes:

GIh = ( /\ CII@Q) A CI}Ld7Va7‘iable A E(A/)

i=1,N
This compositional calculation of the global system invariant is used to detect the violation of the
required safety property; two processes cannot be in the critical state at the same time:
SP =Vi,j(CS; NCS; = i=j)

The SAT- solver gives the following results:
GI # SP

GI" = SP

We note that, in this case study, there is no use of the interaction invariant. The component invariants
and the equality constraints between history clocks are sufficient. We deduce that the proposed method
eliminates false alarms. It approximates sufficiently the global reachable states of the system, relatively to
this safety property (SP).

5.2 Temperature Control Case Study

As a second case study, we adapt the temperature control example from [3]. There, a BIP model is de-
scribed where the passing of time and the evolution of temperature are implemented by means of variables.
Figure 5.2 shows a semantically equivalent RT-BIP model which replaces tick and temperature variables
by clocks. The interaction model is given by v = {(rest; | heat), (cool; | cool) | i € {0,1}}, thus the

Verimag Research Report n® TR-2013-5 11/17



L. Astefanoaei, S. Ben Rayana, S. Bensalem, M. Bozga, J. Combaz

/ N

resto IIE IE resty l:
ini ini ini
t%:=ct t:=0 t' =t
t <900
resto cool heat cool resti cool
S 0 _ _ 20001
t°:=0 t°>ct i“go ;‘300 th=0 t' > et
h:=0 0= = = h}:=0 L=
oy he:=0 hayi=0 hei=0 e he:=0
o -
cooly cooly

Rodeg \ Controller A Rode;

Figure 6: RT-BIP model of TC

N

corresponding equations we can derive from -y are:
€M) = ((hn = hY < hg) V (hw = hy S B)) A ((he = he < he) V (he = he < hQ)).
The safety property we are interested in is the absence of deadlock:
DIS= [\ ((le, NI} At <900 At —1t > ct —900) A =(le, Aly At < 450)).
1€{0,1}

For ¢t > 1800 we can check that Controller|| Rodeg|| Rode; is deadlock free, i.e., Controller||Rodeg || Rodey -
OIDIS, however this is not the result after applying (V' R) when we obtain false alarms:

CI(Rodel) = (IL ARL >t =hE > 0) v (1L Ath > ct ARL = hi > t' — ct)V
(At —ct > hi >0AR. =t) Vv ([IEAt —ct >Rl >0ARE >t —ct)
CI(Controller™) = (ley A hy, > he — 450 =t € [0,900]) V (ley A by, = he >t € [0,900])V
(Iea A he =t € [0,450] A by, > 900 — £) V (lea A he = £ € [0,450) A by > ct — ¢)
=
36.(CI(Controller™) A CI(Rode") A CI(Rodel) A IT(y) ANE(y) ADIS)) = T

where a solution 6 is, for example:
0 = {lcy, 13,19, t =900, t" = 901,t° = 900, (hy, = hY = 900) < (h; = 901) < (h, = h? = 1350) < (h} = 1351)}

which is s.t. it satisfies each CI(Rode!"), CI( Controller™), £(v), and II(~y), and DIS because at I} t —t <
ct — 900. This solution is the outcome of the following hypothetical scenario: assume Rodeg has already
executed one loop, i.e., the sequence of interactions observed so far is: (cooly | cool), (restq | heat), with
the corresponding inequalities in € () being hy, = h% < hl A h. = h? < h! and clock constraints:

e hp =t =h.—450 € [0,900]
o 0 >nd =10
e hl>nl=1t!
and thus nothing forbids an arrangement like:

hy = hY < h! < h.=h2 <hl Q)
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which does not, in fact, correspond to any real execution (rest; cannot be executed between cooly and

restp). Inegs. (2) is possible precisely because there is no information about the time difference Al — h0.

To synthesise this info, as Marius suggested, remove a conflict, e.g., heat | rest;, by “splitting” heat into
heat; s.t. heat; | rest;:

CI(Controller*™) =--- A (lex ANt = hy, = he — 450 € [0,900] A 3)

hp, >t + 1350) 4

this provides enough info to forbid Inegs. (2):

hL > h® + 1350 using (3), hl = hp,, hY = hy,, from E(7)
h. < 1350 from (4)
1350 + hY < b}l < h, < 1350 using (1), (4), (5) 6))

Inegs. (5) lead to a contradiction.
The above information can be automatically obtained from the conjunction of £* and S introduced in
Section 4:

5*(*}/) = /\ (hi = hmlh A hz = hci\c) Ahp = mini(h’n\h) Nhe = mlnv(hcb|c)
i€{0,1}
8(7) :‘ hn\h - hrolh |Z 5h A | hcl|c - hco\c ‘Z §c

and thus, by eliminating the quantifiers, 3#.,.£*() A S(7y) is equivalent to:
| B — KO |> 1350 A | AL — KO |> 1350
by using that the time elapse between consecutive cool and resp. heat is 1350.
5.3 Evaluation
Size (nb rodes) | D'-Finder | D*-Finder with Separations (GI*) | Uppaal

2-7 cex true true
>7 cex true

Table 1: Comparison between D!-Finder and Uppaal

n—1
In Table 1, II(7y) is the linear interaction invariant: lco + lcg + er% = 1 and GI* stands for:
0

CI(Controller*) A; CI(Rodel) A IT(~) A E(7) A hF® — =D > 1350,

6 Related Work

Formal verification of timed systems encounters state -space-explosion problems, mainly when it comes to
timed systems. To formally address this issue, the assume guarantee [9, 8, | 1] approach was proposed in
order to to deduce global properties of the system based on features of the separate composing subsystems.
However, some assumptions should be made and it is a challenge to find the appropriate decomposition
and the related assumptions[6]. Yet, it is challenging to offer automated techniques supporting this pattern.

Attempting to reduce the state space explosion, authors in [7] precede composition with an abstraction
module. Composition is applied to the abstracted timed automata. Finding a safe abstraction condition
makes the method restricted to fully deterministic automata. Compositional logic has also been conducted
as part of timed interface theory [1]. It permits to verify if two interfaces are compatible and shows a
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method to compose them. This framework differs from ours in that we try to automatically calculate
a global invariant of the composite system, permitting to approach the global reachable state and check
satisfaction of different properties.

The idea of adding new local clocks to automata was proposed in [2], trying to alleviate the reachability
checking of timed systems. The idea is to desynchronize local clocks and minimize the exploration of
interleaving and independant transitions. Then, resynchronization is carried out through added reference
clocks, one in each automaton. These clocks measure the local time that has advanced in each automaton
since the start time whereas our history clocks indicate the time that has advanced from every interaction.
Besides, we propose to apply our idea to a composition rather than exploration framework.

7 Conclusion and Future Work

Although theoretical methods have been introduced for compositional reasoning, mainly the assume-
guarantee approach, they are still unpractical to implement due to the lack of automatism. In this paper,
we presented a fully automated technique to generate compositionally global invariants of timed systems
and have shown its soundness on several case studies. In the future, we intend to manage data invariants
issue, which characterizes typically scheduling scenarios. The proposed method could also be extended to
statistical model checking of probabilistic timed systems.
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A Proofs

Calculation of DIS The equation:
enabled (o) = {(1,v) | (31')(36 > 0).tpc()(V + ) A (I,v +6) > (I',v + )} (6)
is equivalent to:

enabled (o) = (g N [r]tpe(l)). 7

Proof.

enabled (o) = {(1,v) | (31")(36 > 0).tpc()(V + ) A (I,v +6) > (I',v + )}
Eq.(6) =

(replacing the trans by its cond and abstracting away the info about locs)

{v (36 = 0).(gN [rltpe(l") (v 4+ 8) A (VO < 8" < 8).(tpe(l)(v +0))} =
(using Lemma 3)

(v 1 35> 0).(g 01 [lepc!)(v +8) A (tpc)(v + )} =

v (g [rltpe(l’) Ntpe(l)) =

(using g C tpe(l))

enabled(a) = (g N [r]tpe(l’))

Eq.(7) ( for a global transition ¢t = (,(_, g,_),!") corresponding to )

Lemma 3. If ( is closed convex and (v) then (V0 < ¢ < §).((v + ') = ((v +9).

Proof. To ease the reading, we adopt the notation v €  instead of ((v).
“:>’9:

velAMIZ<§ <8)l(v+d)=
(by choosing 6, = § — % and using that ¢ is closed)

(Yn>1).(v+d,€() = lim (v+d,)eC=v+de(

ve(A(v+de() =

(by choosing vi = v + §, vy = v and using that ¢ is convex)
(VA€[0,1).(Av+o)+(1-Nve() =
(VA€[0,1).(v+AX€)=(V0<§ <§).(v+d €

O

Proof of Proposition 4. Let X be the set of clocks in B; and recall that (|x is the zone containing only the
constraints in ¢ which have variables in X, where | x is the zone operator for projection on X. It suffices to
note that any symbolic state (I, (") in the reachability set Reach(s) of B! with initial state so = (lo, (%)
is equivalent with (up to H p) a symbolic state (I, ¢ {; ) in the reachablity set of B;, Reach(s), with initial

state so = (I, C(})le ). O
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Proof of Proposition 5. By induction on the length of global execution paths. It suffices to recall that when
an interaction « takes place at a global state s, all h,, with p € « are reset to O, thus their value at any
successor of s are smaller than any h,, with ¢ € P(v) \ «, and consequently smaller than the minimum
among h,. Also, the values of the history clocks not being reset are unchanged, thus satisfy £(y © a) by
induction. O

Proof of Proposition 6. By induction on the number of interactions in . In the base case, + has 2 interac-
tion, each ~y; consists of precisely one interaction «;.

E() = (/\hm(i) = ha, () A oy 0) < ming(hay ) A 5({042})) v
,J
(Ahcéz(i) = hag(j) AN h(Xz(O) < mink(hal(k)) AN 8({0[1}))
1,J

(usmg E({ay}) (/\hal( ) = m(j)))

E({ar}) NE{az}) A ( a1 (0) < Ming(Pay k) V Py (o) < mink (R, k))) =
(using totality of <, ha, (0) > hay(0) V he,(0) > ke, (0))

E(Mm) NE(12)
where we used «(%) to denote the i-th port in .

“P(n) = P(n+1)": for the ease of reading, we introduce eq(«) and leg(«) to denote /\ha (i) = ha(j) and
i#]

respectively hq (0) < mingzarhg(k).

E(y) =\ ea(@) Aegla) NE((n Um2) © ) v \[ eqla) Aleg(a) AE((71Un2) © a)

aEv acy2
(using y2 © a = 72 for o € 71 ( resp. for 72)and by ind. for 7' = (71 © @) U y2)
Elva) A ( \/ eq(a) Aleg(a) NE(M ©a)) VE(M) A ( \/ eq(a) Nleg(a) ANE(12 © a))
aEm acy2
(using eq(a) A 8(71 Sa)= (71) (and resp. for 2) by ind.)
EMm)NEMR) A (] leg() v \/ leg(a)) =

aEyy acy2

E(M) NE(y2) \/leq =

acy

(using totality of < and disjointness of ;)
E(m) NE(2)

O

Proof of Proposition 7. The reasoning is similar to the one in the proof of Proposition 4. It suffices to note
that any reachable state ({, (") in ||,» B!, B corresponds to a reachable state (I \ I*, ({; ) in ||, B; where

we recall that [* is the unique location in B., and X is the set of clocks in || B;. O

Proof of Proposition 8. By induction on the number of interaction in .
In the base case, v = {a}, we have the following equivalences:

EW) = N hp=hg=ha.(\hp=ha) =

pP,gEQx pEQ
/\ hp = Mminaey, ha) = FH,.E5(7).
pEP(7)
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In the inductive case, we assume that 3H.,.E*(y) = £(y) holds for any + of size smaller than k and we
show that it also holds for a y of size k + 1. To do this, we fix v as the set {a, aa, . .., @, }, an arbitrary «
as «1. Further, we denote of = «; \ o, forany i > 1and vy’ = vy © o, thatis, v = {a3,...,al}. Clearly,
the size of v/ is less than n. We have the following equivalences:

E(7) = (assumming it is « the interaction for which the corr. conj makes £(7) true)

/\ o =hq < mingepnhe NEH) =
P,gEQ
(by the induction hypothesis)

/\ hp = hq < mingepyyhe NI E¥(Y) =

P,qEQx
Fha-( N\ b = ha Ao < mingepnhe) A Iy E5() =
pEQ
FhaTHo (N bp = ha Ao < mingepenhe A\ e = minges hg) =
pEa r€P(Y)
ElhaEI’HA,/.(/\ hp =ha ANhg < minrep(y,)min/@@‘/rhlg A /\ h, = minﬂeﬁfl/rh/g) =
pea reP(v)

(ha is < than any clock hg for any 3 containing an arbitrary r, so it is the min among all 3 € v")
FhaTFHor (\hp = ha Nha = mingeyhg A N\ he = mingey hg) =
pEa reP(y)
(by introducing new vars h,,, and corr. eqs)
IHo Mo ( N\ hp = ha Ao = minseyhg A [\ hay =ho, A\ he = mingey hp) =
pPEQ i€{2,...,n} reP(vy’)

(any /3 in ' corresponds to a o)

El?-[ﬂ,.(/\ hp = ha A ho = mingeyhg A /\ h, = mingewrhg) =

pEa reP(y")
37{7.(/\ hp = mingeyhg A /\ hy = mmﬂev‘,.h,e) =
pEa reP(y')

(using P(y) = P(7y") U

IH,-( /\ hy = mingey, hg) = IH.E5(7)
reP(vy)

O

Proof of Proposition 9. By induction on the length of computations. The base case follows by Hypothe-
sis 1. For the inductive case, let s = (Z , () be the state reached after i steps, « be an interaction which can
be executed from s, s’ = (I’,¢’) be the successor state, and p be an arbitrary port. We make a case analysis
depending on wether p € o.

1. p € o: then both h;, and h, have been reset. Consequently, on the one hand, their values at s’ are
such that by, = h, = minge,,, on the other hand, for any hg, | hg — h, | evaluates to the value of
hp at s and is thus greater or equal than J,, by induction. The difference | hg — hg | is preserved for
any 3’ # «, thus, greater or equal than ¢,, by induction.

2. p ¢ a: then it suffices to note that & ¢ 7|, and thus both by, = minge,, hg and | hg — hg |> 6,
are preserved from s to s’ and hold by induction.

O
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