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Abstract

We study a methodology for checking incrementally deadlock-freedom of component-based systems. A system is obtained as the composition of atomic components by using interactions. Each interaction expresses strong synchronization (rendezvous) between actions of the components. We improve the heuristic verification method applied by the D-Finder tool to BIP components. The method consists in computing symbolically global invariants for composite components by solving a set of boolean behavioral constraints.

The new incremental verification method allows the computation of these global invariants by using a decomposition of the constraints based on the structure of a composite component. We formalize the construction process of a composite component from a set of atomic components. We provide results relating invariants of constituent components used in the construction process, to global invariants. In particular, we show how the boolean behavioral constraints of the composed components are related to those of the product system. Experimental results by using the D-Finder tool for checking deadlock-freedom show significant gains in performance with respect to the global verification technique.
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1 Introduction

Component-based design techniques confer numerous advantages, in particular through reuse of existing components. A key issue is the existence of composition frameworks ensuring the correctness of composite components. In particular, we need frameworks allowing not only reuse of components but also reuse of their properties for establishing global properties of composite components from properties of their constituent components. This should help cope with the complexity of global monolithic verification techniques.

Compositionality allows inferring global properties of complex systems from properties of their components. One approach to compositional verification is by assume-guarantee where properties are decomposed into two parts. One is an assumption about the global behavior of the environment of a component; the other is a property guaranteed by the component when the assumption about its environment holds. This approach has been extensively studied (see for example [2, 1, 11, 9, 15, 17, 19, 22]). Many issues make the application of assume-guarantee rules difficult. These are discussed in detail in [12] which provides an evaluation of automated assume-guarantee techniques. The main difficulties are finding decompositions into sub-systems and choosing adequate assumptions for a particular decomposition.

A different verification method is presented in [5, 6]. It allows computing invariants of a composite system by using a n-ary composition operation parameterized by a set of interactions. The computed invariants are the conjunction of individual invariants of the composed components and invariants induced by interactions. These invariants can be computed automatically from a set of boolean behavioral constraints specifying the effect of interactions on the global state space. This method has been implemented in the D-Finder [6] verification tool. It has been successfully applied for checking deadlock-freedom of complex systems described in the BIP (Behavior, Interaction, Priority) [4] language.

In this paper, instead of computing boolean constraints globally, we study a significant improvement of this method based on a construction process leading to a composite component through a sequence of constituent components. The sequence starts from a set of atomic components and applies incrementally synchronization constraints to preserve the global invariants. Incremental verification relates the verification process to system construction, which covers the cases of the increasing number of interactions and the tighter of synchronizations. It takes advantage of the system structure for coping with complexity of monolithic verification.

Besides reusing the invariants from lower levels, the incrementality can also be obtained by the separated computation of boolean behavioral constraints for every increment, then the generation of global invariants from the partial solutions generated from the boolean behavioral constraints. It shows a significant speedup over deadlock-freedom checking. The contribution opens the way for step-wise and modular verification methodologies tightly coupled with system construction methodologies.

The organization of the paper is as follows.

In Section 2, we use a subset of BIP to formalize the incremental construction process. A composite component is obtained as the composition of a set of atomic components. Composition is by synchronization between specified atomic components. We also present the symbolic method used by D-Finder for computing global invariants for composite components.

In Section 3, the main contribution of the paper, we formalize the process of incremental construction based on the operation of increment of a connector. At some stage of the construction, a component can be transformed only by an increment operation which enforces synchronization between interactions of its connectors. The construction is hierarchical: increments can be applied either at the same level or at different levels. We associate with incremental construction, a method for incremental computation of global invariants of a composite component from the invariants of its constituent components.

In Section 4, we present the symbolic implementation of the incremental verification method. The experimental results show significant improvement of performance for incremental verification with respect to existing techniques.

Finally we discuss related works in Section 5 and conclude in Section 6.
2 Preliminaries

BIP is a component framework for constructing systems by superposing three layers of modeling: Behavior, Interaction, and Priority. In BIP, component behavior is described by transition systems. Interactions express coordination and communication between independent components. In this section, we present basic definitions for BIP used in the paper, and its verification methodology.

2.1 Basic Model for BIP

We provide a formalization of atomic components in BIP.

Definition 1 (Atomic Component) An atomic component is a tuple $B = (L, P, T)$, where:

- $L = \{l_1, l_2, \ldots, l_k\}$ is a set of states,
- $P$ is a set of ports, and
- $T \subseteq L \times P \times L$ is a set of transitions.

Given a transition $\tau = (l, p, l') \in T$, $l$ and $l'$ are respectively, the source and the target state denoted respectively by $l^\bullet$ and $l'^\bullet$. We extend this notation for ports: $p^\bullet = \{\tau | \tau = (l, p, l')\}$ and $p'^\bullet = \{\tau | \tau = (l, p, l')\}$ are respectively the set of source and target states of the transitions with port $p$.

Definition 2 (Path) Let $B = (L, P, T)$ be a component and two states $l, l' \in L$. We say there is a path from $l$ to $l'$, denoted by $l \xrightarrow{\tau} l'$, if there exists a sequence $\sigma = l_0 \xrightarrow{p_0} l_1 \xrightarrow{p_1} \cdots \xrightarrow{p_{n-1}} l_n$ such that $l = l_0$ and $l' = l_n$, where $p_i \in P$ and $l_i \xrightarrow{p_i} l_{i+1} \in T$ for $0 \leq i < n$. The set of states of the path $\sigma$ is denoted by $L_{\sigma}$.

A component is said to have a deadlock, if there exists some $l \in L$ such that no outgoing transitions from $l$ can be executed.

Next we define parallel composition for components parameterized by a set of interactions.

Definition 3 (Interactions) Given a set of components $B_1, B_2, \ldots, B_n$, where $B_i = (L_i, P_i, T_i)$, an interaction $a$ is a set of ports, i.e., a subset of $\bigcup_{i=1}^n P_i$, such that $\forall i = 1, \ldots, n$, $|a \cap P_i| \leq 1$.

Definition 4 (Parallel Composition) Given $n$ components $B_i = (L_i, P_i, T_i)$, we define the parallel composition $B = \gamma(B_1, \ldots, B_n)$ as the component $(L, \gamma, T)$, where:

- $L = L_1 \times L_2 \times \ldots \times L_n$ is the set of states,
- $\gamma$ is a set of interactions, and
- $T \subseteq L \times \gamma \times L$ contains all transitions $\tau = ((l_1, \ldots, l_n), a, (l'_1, \ldots, l'_n))$ obtained by synchronization of sets of transitions $\{\tau_i = (l_i, p_i, l'_i) \in T_i\}_{i \in I}$ such that $\{p_i\}_{i \in I} = a \in \gamma$ and $l_j' = l_j$ if $j \notin I$.

Notation: We use $\gamma_\perp(B)$ to denote the interleaving of individual components, where $\gamma_\perp = \bigcup_{i=1}^n P_i$.

Example 1 [Client-Server] Figure 1 gives the simplified model for Client-Server system for one server and two clients. Every client has to send a request $(r_i)$ to the server then wait for an acknowledgement $(a_i)$ from the server for every action, where $0 \leq i \leq 2$. We require the synchronization of sending and receiving actions between the clients and the server. The interactions for this model are $\{r_0, r_1\}$, $\{r_0, r_2\}$, $\{a_0, a_1\}$, $\{a_0, a_2\}$.

To avoid heavy set-theoretic notation, we define a simple algebraic notation for representing connectors on a set of ports $P$. 
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Definition 5 (Connectors) [7] Let $P$ be a set of ports, the syntax of the algebra of connectors, $\mathcal{AC}(P)$, is defined by

$$\gamma ::= p | \gamma . \gamma | \gamma + \gamma$$

for $p \in P$, where $+$ and $\cdot$ are binary operators.

Definition 6 (Semantics of Connectors) The semantics of connectors is given by the function $\| \cdot \|$ : $\mathcal{AC}(P) \rightarrow 2^P$, defined by

- $\| p \| = \{ p \}$ for any $p \in P$,
- $\| \gamma_1 + \gamma_2 \| = \| \gamma_1 \| \cup \| \gamma_2 \|$, $\| \gamma_1 \cdot \gamma_2 \| = \{ a_1 \cup a_2 \} | a_1 \in \| \gamma_1 \|, a_2 \in \| \gamma_2 \|)$

where $\gamma_1, \gamma_2 \in \mathcal{AC}(P)$, and $a_1, a_2$ are interactions.

We omit fusion operator $\cdot$ to simplify notation. For example, the connector $\{ \{ r_0, r_1 \}, \{ r_0, r_2 \}, \{ a_0, a_1 \}, \{ a_0, a_2 \} \}$ is represented by the term $r_0 r_1 + r_0 r_2 + a_0 a_1 + a_0 a_2$.

### 2.2 Boolean Behavioral Constraints

In [5] we have presented the verification method for component-based systems in BIP. The method uses a heuristic to compute symbolically invariants of a composite component. These invariants are used in particular for proving deadlock-freedom. For this, it is sufficient to find an invariant that does not contain deadlock states. The method is iterative. It allows computing progressively stronger invariants as the result of an iterative process.

Definition 7 (Invariants) Given $B = (L, P, T)$, a state predicate $I$ is an invariant of $B$, denoted by $\text{inv}(B, I)$, if for any state $l \in L$ and any port $p \in P$, $I(l)$ and $l \xrightarrow{p \rightarrow} l' \in T$ imply $I(l')$.

Clearly, if $I_1, I_2$ are invariants of $B$ then $I_1 \land I_2$ and $I_1 \lor I_2$ are invariants of $B$.

In the rest of the paper we consider states of components as boolean variables. We use $\text{Bool}[L]$ to denote the free boolean algebra generated by the set of states $L$. We extend the notation $^*p$, $p^*$ to interactions. If $a = p_1 \cdots p_m$ is an interaction we take $^*a = \bigcup_{i=1}^{m} p_i$ and $a^* = \bigcup_{i=1}^{m} p_i^*$.

Definition 8 (Boolean Behavioral Constraints (BBGs)) Let $\gamma$ be a connector over a tuple of components $B = (B_1, \cdots, B_n)$. The boolean behavioral constraints for a component $\gamma(B)$ with set of states $L$, are defined by a function $| \cdot | : \gamma(B) \rightarrow \text{Bool}[L]$ such that:

$$|\gamma(B)| = \bigwedge_{a \in \gamma}|a(B)|, \quad |a(B)| = \bigwedge_{l_i \in \gamma} l_i (l_i \Rightarrow \bigvee_{l'_j \in a^*} l'_j)$$

If $\gamma = \emptyset$, then $|\gamma(B)| = \text{true}$, which means that no interactions between the components of $B$ will be considered. In Figure 2, if $a = p_1 \cdots p_i \cdots p_m \in \gamma$ is an interaction between transitions $l_i \xrightarrow{p_i} l'_i$ for $i = 1, \cdots, m$, the corresponding constraint is $\bigwedge_{i=1}^{m} (l_i \Rightarrow \bigvee_{j=1}^{m} l'_j)$.

**Theorem 1** Let $B = (B_1, \cdots, B_n)$ be a set of components, $\gamma$ be a connector, and $v : L \rightarrow \{true, false\}$ be a boolean valuation different from false, where $B_i = (L_i, P_i, T_i)$ and $L = \bigcup_{i=1}^{n} L_i$. If $v$ is a solution of $|\gamma(B)|$, i.e. $|\gamma(B)|(v) = true$ then $\bigwedge_{l \in \gamma}|l| = true$ is an invariant of $\gamma(B)$.
Definition 10 (Looser Synchronization Preorder) Given a set of ports \( P \), we define the looser synchronization relation \( \preceq \subseteq 2^P \times 2^P \). For two connectors \( \gamma_1, \gamma_2 \), \( \gamma_1 \preceq \gamma_2 \) if for any interaction \( b \in \gamma_2 \), there exists some interaction \( a \in \gamma_1 \), such that \( a \subseteq b \). We simply say that \( \gamma_1 \) is looser than \( \gamma_2 \).

3 Incremental Construction and Verification

In component-based systems, the construction of a composite component is hierarchical and step-wise. We assume that a system is obtained from a set of atomic components represented by their behavior by adding progressively interactions. At some stage of the construction we have a component \( \gamma(B) \) and a set of established invariants. We want to make sure that for each new interaction - an incremental modification of the behavior - the already established invariants are preserved.

3.1 Looser Synchronization Preorder

In this subsection, we will formalize the looser synchronization preorder between connectors. Then, we present properties for invariant preservation for this preorder.

Proof 1 According to Definition 8, the constraints are the conjunction of all the implications for interactions of \( \gamma \). Consider a valuation \( v \) such that \( |\gamma(B)|(v) = \text{true} \). In order to prove that \( \forall_{v(l) = \text{true}} l \) is an invariant, assume that for some global state \( l = (l_1, \ldots, l_n) \), there exists \( l_i \) such that \( v(l_i) = \text{true} \). If from \( l_i \) there is an interaction \( a \) such that \( l_i \in a^* \), then there exists \( l_i' \in a^* \), such that \( v(l_i') = \text{true} \) by Definition 8. So any successor state of \( l \) by an interaction \( a \) satisfies the invariant.

This theorem allows the computation of invariants of \( \gamma(B) \) that we call BBC-invariants. We call global invariant of \( \gamma(B) \) the conjunction of all its BBC-invariants.

Definition 9 (Positive Mapping) Given two set of variables \( X, Y \) such that \( X \subseteq Y \), and a boolean function \( f \in \text{Bool}[L] \) expressed as the disjunction of monomials. We define the function that deletes all the negative variables that do not belong to \( X \), denoted by \( f^p(X) \):

\[
(\bigwedge_{i \in Y} l_i \land \bigwedge_{j \in X} \overline{l_j})^{p(X)} = \bigwedge_{i \in Y \setminus X} l_i \land \bigwedge_{j \in X} \overline{l_j}, \quad (f_1 \lor f_2)^{p(X)} = f_1^{p(X)} \lor f_2^{p(X)}
\]

When \( X \) is empty, the positive mapping will remove all the negative variables in \( f \), which is denoted by \( f^p \). If all the variables are negative in \( f \), we have \( f^p = \text{false} \).

Theorem 2 For any connector \( \gamma \) applied to a tuple of components \( B = (B_1, \ldots, B_n) \), the global invariant of \( \gamma(B) \) can be obtained as the dual of the positive mapping of \( |\gamma(B)| \), denoted by \( |\gamma(B)|^p \).

Proof 2 (Sketch). \( |\gamma(B)| \) can be written as the disjunction of monomials, that is \( |\gamma(B)| = \bigvee_{i \in I} m_i \), where \( m_i \) is of the form \( m_i = \bigwedge_{j \in I} l_{j_i} \land \bigwedge_{k \in K} \overline{l_{k_i}} \). For each \( m_i \), the set of positive literals defines a solution of BBC. And \( \overline{m_i}^p \) is the corresponding invariant according to Theorem 1.

Example 2 We use Figure 3 to illustrate the computation of invariants, where \( B = (B_1, B_2) \) and \( \gamma = a_1a_2+b_1b_2 \). The boolean behavioral constraint for \( \gamma(B) \) is \( |\gamma(B)| = (l_1 \Rightarrow l_2 \land l_4) \land (l_2 \Rightarrow l_1 \land l_3) \land (l_2 \lor l_3) \land (l_1 \lor l_4) \land (l_4 \Rightarrow l_1 \land l_4) \). The positive mapping deletes negative variables. Thus the global invariant is \( |\gamma(B)|^p = (l_1 \lor l_2) \land (l_3 \lor l_4) \land (l_1 \lor l_4) \land (l_2 \lor l_4) \land (l_4 \Rightarrow l_1 \land l_4) \land (l_1 \lor l_4) \land (l_2 \land l_3) \land (l_2 \lor l_3) \land (l_1 \lor l_4) \land (l_1 \land l_4) \lor (l_2 \land l_3) \lor (l_1 \land l_4) \lor (l_2 \lor l_3) \).
Proposition 1 The looser synchronization relation $\preceq$ is a preorder. Furthermore, if $\gamma_1$, $\gamma_2$, $\gamma_3$, $\gamma_4$ are connectors such that $\gamma_1 \preceq \gamma_2$ and $\gamma_3 \preceq \gamma_4$, then we have $\gamma_1 \cdot \gamma_3 \preceq \gamma_2 \cdot \gamma_4$ and $\gamma_1 + \gamma_3 \preceq \gamma_2 + \gamma_4$.

Proposition 2 Let $\gamma_1$, $\gamma_2$ be two connectors over $B$. If $\gamma_1 \preceq \gamma_2$, we have $\text{inv}(\gamma_1(B), I) \Rightarrow \text{inv}(\gamma_2(B), I)$.

Proof 3 If $\text{inv}(\gamma_1(B), I)$, for any $l \in L_{\gamma_1(B)}$, we have $I(l)$. Because $\gamma_1 \preceq \gamma_2$, we have $L_{\gamma_2(B)} \subseteq L_{\gamma_1(B)}$. We can conclude that for any $l \in L_{\gamma_2(B)}$, $I(l)$ is true. Hence $\text{inv}(\gamma_1(B), I) \Rightarrow \text{inv}(\gamma_2(B), I)$.

In the next subsection, we propose a method for building composite components from simpler ones by incremental transformations. These transformations merge connectors and build new ones that synchronize stronger than the connectors of the constituents.

3.2 Incremental Construction

In the incremental construction of component-based systems, layers of connectors are applied to build the system bottom-up. $\gamma_1(B)$ can be viewed as the initial system obtained as the interleaving of individual components, where $B = (B_1, \ldots, B_n)$. If at some stage of the construction, we have obtained a system $\gamma(B)$. We transform this system by enforcing new synchronizations between elements of $\gamma$. We call these synchronizations increments. In doing this bottom-up construction, it is essential that some already enforced synchronizations are not relaxed. For this we need the notion of forbidden interactions for a connector $\gamma$.

Definition 11 (Closure and Forbidden Interactions) Let $\gamma$ be a connector.

- The closure $\gamma^c$ of $\gamma$ is the set of the non empty interactions contained in some interaction of $\gamma$. That is $\gamma^c = \{a \neq \emptyset | \exists b \in \gamma, a \subseteq b\}$.

- The forbidden interactions $\gamma^f$ of $\gamma$ is the set of the interactions strictly contained in all the interactions of $\gamma$. That is $\gamma^f = \gamma^c - \gamma$.

Clearly, for connectors $\gamma_1$ and $\gamma_2$ we have $(\gamma_1 + \gamma_2)^c = \gamma_1^c + \gamma_2^c$ and $(\gamma_1 + \gamma_2)^f = (\gamma_1 + \gamma_2)^c - \gamma_1 - \gamma_2$.

Definition 12 (Incremental Construction) Given a connector $\gamma$, an increment $\delta$ is any set of interactions obtained by fusion of interactions of $\gamma$. For $\delta \subseteq 2^\gamma$, we define $\delta \gamma = (\gamma - \delta^f) + \delta$ the incremental modification of $\gamma$ by $\delta$.

The above definition describes one-layer incremental construction. By the successive application of increments, we can construct the system with multiple layers.

The following proposition shows the looser synchronization relation between the connectors involved in the incremental construction process, which preserves the invariants.

Proposition 3 Let $\gamma$ be a connector over $B$ and $\delta$ be an increment of $\gamma$, then we have $\gamma \preceq \delta \gamma$.

Proof 4 As $\delta \subseteq 2^\gamma$, for every interaction $a \in \delta$, there exists at least one interaction $b \in \gamma$, such that $b \subseteq a$. Therefore, it follows that $\gamma \preceq \delta \gamma$. Because $\gamma \preceq \gamma^f$, we have $\gamma \preceq (\gamma - \delta^f) + \delta = \delta \gamma$.

The independent application of two increments $\delta_1$ and $\delta_2$ on the same connector $\gamma$ may lead to inconsistencies. For example, if $\delta_1$ enforces synchronization $ab$ that is $a$ and $b$ alone are forbidden, it may happen that $\delta_2$ allows one of the forbidden interactions. Given two increments $\delta_1$ and $\delta_2$, if $\delta_1 \cap \delta_2^f \neq \emptyset$ or $\delta_2 \cap \delta_1^f \neq \emptyset$, there is interference between $\delta_1$ and $\delta_2$. In case of interference between $\delta_1$ and $\delta_2$, the invariants induced by $\delta_1$ may not be preserved by $\delta_2$. We define the operation $\oplus$ of superposition of increments which eliminates the interference between increments.

Definition 13 (Superposition) Given two increments $\delta_1$, $\delta_2 \subseteq 2^\gamma$, the operation of superposition between $\delta_1$ and $\delta_2$, denoted by $\delta_1 \oplus \delta_2$, is defined by: $\delta_1 \oplus \delta_2 = (\delta_1 - \delta_1^f) + (\delta_2 - \delta_2^f)$. 
Remark 1 As $\delta \cap \delta^f = \emptyset$, we have $(\delta_1 - \delta^f_1) + (\delta_2 - \delta^f_2) = (\delta_1 + \delta_2) - (\delta^f_1 + \delta^f_2)$. In case $\delta_1 \cap \delta^f_2 = \emptyset$ and $\delta_2 \cap \delta^f_1 = \emptyset$, we have interference-free superposition $\delta_1 \oplus \delta_2 = \delta_1 + \delta_2$.

Proposition 4 For $\delta_1$, $\delta_2$, $\delta_3$ three increments, we have: (1) $(\delta_1 \oplus \delta_2)^f = \delta^f_1 + \delta^f_2$, (2) associativity: $(\delta_1 \oplus \delta_2) \oplus \delta_3 = \delta_1 \oplus (\delta_2 \oplus \delta_3)$, and (3) commutativity: $\delta_1 \oplus \delta_2 = \delta_2 \oplus \delta_1$.

Proof 5 The third proposition can be proved from the definition of superposition. We provide the proofs for the first and the second propositions.

1. According to the definition of forbidden interactions, $(\delta_1 \oplus \delta_2)^f = (\delta_1 \oplus \delta_2)^c - (\delta_1 \oplus \delta_2)$. By the definition of superposition, we have $(\delta_1 \oplus \delta_2)^f = ((\delta_1 + \delta_2) - (\delta^f_1 + \delta^f_2)) = ((\delta_1 + \delta_2) - (\delta^f_1 + \delta^f_2)).$

According to Definition 11, for any interaction $a \in \delta_1$ (or $\delta_2$), there always exists some interaction $b \in (\delta_1 + \delta_2) - (\delta^f_1 + \delta^f_2)$ such that $a \subseteq b$. Therefore we have $((\delta_1 + \delta_2) - (\delta^f_1 + \delta^f_2))^c = (\delta_1 + \delta_2)^c$. Then we have $(\delta_1 \oplus \delta_2)^f = (\delta_1 + \delta_2)^c - ((\delta_1 + \delta_2) - (\delta^f_1 + \delta^f_2)) = \delta^f_1 + \delta^f_2$.

2. According to the definition of superposition, we have $(\delta_1 \oplus \delta_2) \oplus \delta_3 = ((\delta_1 \oplus \delta_2) - \delta^f_3) + (\delta_3 - (\delta_1 \oplus \delta_2)^f)$. As $(\delta_1 \oplus \delta_2)^f = \delta^f_1 + \delta^f_2$, we have $(\delta_1 \oplus \delta_2) \oplus \delta_3 = (((\delta_1 + \delta_2) - \delta^f_3) + (\delta_3 - (\delta^f_1 + \delta^f_2))) - (\delta^f_1 + \delta^f_2 + \delta^f_3).$ Similarly, we have $\delta_1 \oplus (\delta_2 \oplus \delta_3) = (\delta_1 + (\delta_2 + \delta_3) - (\delta^f_1 + \delta^f_2 + \delta^f_3)) - (\delta^f_1 + \delta^f_2 + \delta^f_3) = (\delta_1 + \delta_2 + \delta_3) - (\delta^f_1 + \delta^f_2 + \delta^f_3)$. Then we conclude that $(\delta_1 \oplus \delta_2) \oplus \delta_3 = \delta_1 \oplus (\delta_2 \oplus \delta_3)$ and $\oplus$ is associative.

Since $\oplus$ is associative, it can be extended to the superposition of any finite number of increments.

Lemma 1 Given $n$ increments $\{\delta_i\}_{1 \leq i \leq n}$, the superposition of $n$ increments is

$$\bigoplus_{i=1}^{n} \delta_i = \sum_{i=1}^{n} \delta_i - \sum_{j \neq i}^{n} \delta_j$$ (1)

Proof 6 The proof can be constructed by the induction of $n$.

If $n = 1$, $\delta_1$ is unchanged. Suppose that $\bigoplus_{i=1}^{k-1} \delta_i = \sum_{i=1}^{k-1} (\delta_i - \sum_{j \neq i}^{k-1} \delta_j)$ for $n = k - 1$. We try to prove that $\bigoplus_{i=1}^{k} \delta_i = \sum_{i=1}^{k} (\delta_i - \sum_{j \neq i}^{k} \delta_j)$ for $n = k$.

By the definition of superposition, we have $(\bigoplus_{i=1}^{k-1} \delta_i) \oplus \delta_k = (\bigoplus_{i=1}^{k-1} \delta_i - \delta^f_k) + (\delta_k - (\bigoplus_{i=1}^{k-1} \delta_i)^f)$. By the assumption above and Proposition 4, we obtain $(\bigoplus_{i=1}^{k-1} \delta_i) \oplus \delta_k = ((\bigoplus_{i=1}^{k-1} \delta_i - \sum_{j \neq i}^{k-1} \delta^f_j) + (\delta_k - \sum_{j=1}^{k-1} \delta^f_j)) + (\delta_k - \sum_{j=1}^{k-1} \delta^f_j) = \sum_{i=1}^{k} (\delta_i - \sum_{j \neq i}^{k} \delta^f_j)$.

Proposition 5 Let $\gamma$ be a connector over $B$, the incremental construction by the superposition of $n$ increments $\{\delta_i\}_{1 \leq i \leq n}$ is

$$(\bigoplus_{i=1}^{n} \delta_i) \gamma = (\gamma - \sum_{i=1}^{n} \delta_i) \gamma + \sum_{i=1}^{n} (\delta_i - \sum_{j \neq i}^{n} \delta_j)$$ (2)

Proof 7 (Sketch). By application of Definition 12 and Lemma 1, we get the correctness of the formula.

Example 3 In Example 1, if we consider the components together, the initial connector is the set of ports in Figure 1, this is $\gamma_0 = r_0 + r_1 + r_2 + a_0 + a_1 + a_2$. Two increments $\delta_1, \delta_2 \subseteq 2^{\mathcal{C}_0}$ are the set of interactions for the two clients to access to the server and get the response, where $\delta_1 = r_0 r_1 + a_0 a_1$, $\delta_2 = r_0 r_2 + a_0 a_2$. As $\delta_1 \cap \delta^f_1 = \emptyset$ and $\delta_2 \cap \delta^f_1 = \emptyset$, we have $\gamma' = (\delta_1 \oplus \delta_2) \gamma_0 = r_0 r_1 + r_0 r_2 + a_0 a_1 + a_0 a_2$.

3.3 Incremental Computation of BBCs

The conjunction between the invariants of the constituents of a composite component fails to take into account the effect of superposition. Therefore, we provide an incremental method to obtain global BBCs in this subsection.
Lemma 2 Given two connectors $\gamma_1, \gamma_2$ over $B$, we have

$$|(\gamma_1 + \gamma_2)(B)| = |\gamma_1(B)| \land |\gamma_2(B)|$$

Proof 8 By Definition 8, we have $|(\gamma_1 + \gamma_2)(B)| = \bigwedge_{a \in (\gamma_1 + \gamma_2)} |a(B)| = \bigwedge_{a \in \gamma_1} |a(B)| \land \bigwedge_{a \in \gamma_2} |a(B)| = |\gamma_1(B)| \land |\gamma_2(B)|$.

The following proposition provides the methods for obtaining the boolean behavioral constraints taking into account component structure.

Proposition 6 Let $\gamma$ be a connector over $B$, the boolean behavioral constraint for the system obtained by superposition of $n$ increments $\{\delta_i\}_{1 \leq i \leq n}$ can be written as

$$|\bigoplus_{i=1}^{n} \delta_i \gamma(B)| = |(\gamma - \sum_{i=1}^{n} \delta_i^f(B)) \land \bigwedge_{i=1}^{n} |(\delta_i - \sum_{i \neq j}^{n} \delta_j^f)(B)|$$

(3)

Proof 9 By Equation 2, the union of $\gamma - \sum_{i=1}^{n} \delta_i^f$ and $\sum_{i=1}^{n} (\delta_i - \sum_{i \neq j}^{n} \delta_j^f)$ is the set of interactions from the superposition of increments $\{\delta_i\}_{1 \leq i \leq n}$ over $\gamma$. The proof can be concluded by the application of Lemma 2.

Example 4 For Example 1, consider the components $\delta_1 \gamma_1(B)$ and $\delta_2 \gamma_1(B)$ where $\delta_1 = r_0 r_1 + a_0 a_1$, $\delta_2 = r_0 r_2 + a_0 a_2$.

The composite component is $\gamma'(B)$ where $\gamma' = (\delta_1 + \delta_2) \gamma_1 = r_0 r_1 + a_0 a_1 + r_0 r_2 + a_0 a_2$.

1. The BBC for interactions of $\delta_1$ (involving Client_1) are:

   $$r_0 r_1 : (l_1 \Rightarrow l_2 \lor l_4) \land (l_3 \Rightarrow l_2 \lor l_4); \quad a_0 a_1 : (l_2 \Rightarrow l_1 \lor l_3) \land (l_4 \Rightarrow l_1 \lor l_3)$$

2. The BBC for interactions of $\delta_2$ (involving Client_2) are:

   $$r_0 r_2 : (l_1 \Rightarrow l_2 \lor l_6) \land (l_5 \Rightarrow l_2 \lor l_6); \quad a_0 a_2 : (l_2 \Rightarrow l_1 \lor l_5) \land (l_6 \Rightarrow l_1 \lor l_5)$$

Because $\gamma_1 - (\delta_1^f + \delta_2^f) = \emptyset$, $\delta_1 \cap \delta_2 = \emptyset$ and $\delta_2 \cap \delta_1 = \emptyset$, we have $|(\delta_1 + \delta_2) \gamma_1(B)| = |\delta_1 \gamma_1(B)| \land |\delta_2 \gamma_1(B)|$ where $\{|\delta_1 \gamma_1(B)|$ and $|\delta_2 \gamma_1(B)|$ are the BBCs above.

By application of Theorem 2, we can obtain the invariants for $\gamma'(B)$. For example, $l_1 \lor l_4 \lor l_5$ is one of the computed invariants.

3.4 Incremental Computation of Global Invariants

In the previous section we have shown how to compute incrementally BBC. The BBC of a composite component can be obtained as the conjunction of BBCs of constituent components. For incremental computation of global invariants, we try to apply Theorem 2 to each one of the conjuncts. The computation of the positive mapping of all the variables over the conjunction of multiple BBCs can also be partitioned into two steps:

1. the positive mapping over the variables shared by more than one BBC for the partitioned interactions, that is, all the negative variables belonging to only one BBC will be removed.

2. removing all remaining negative variables over the conjunction of all BBCs.

To distinguish the shared variables within BBCs, we define the common state variables shared by multiple connectors as follows:

Definition 14 (Common State Variables $L_c$) Given $\{\gamma_i\}_{1 \leq i \leq n}$, a set of connectors, we define the set of common state variables by $L_c = \bigcup_{i,j \in [1,n]} \text{support}(\gamma_i) \cap \text{support}(\gamma_j)$, where $\text{support}(\gamma) = \bigcup_{a \in \gamma} \text{a} \lor \text{a}^*$, the set of states involved in some interaction $a$ of $\gamma$. 
Proposition 6 provides the way to decompose the computation of positive mappings over common state variables for boolean behavioral constraints. Decomposition is based on the fact that different increments describe the interactions between different components.

**Proposition 7** Given a component $\gamma(B)$, $\{\delta_i\}_1 \leq i \leq n$ a set of increments of $\gamma$, and $L_c$ the set of common state variables for the set of connectors $\gamma - \sum_{i=1}^{n} \delta_i$, $\{\delta_i - \sum_{j \neq i} \delta_j\}_1 \leq i \leq n$, we have

$$|(\oplus_{i=1}^{n} \delta_i)\gamma(B)|^p = (|(\gamma - \sum_{i=1}^{n} \delta_i)\gamma(B)|^{p(L_c)} \land \bigwedge_{i=1}^{n} (|\delta_i - \sum_{j \neq i} \delta_j|\gamma(B)|^{p(L_c)})^p$$

(4)

Each non common variable occurs only in one of the BBCs. This allows deleting the non common negative variables separately, which drastically reduces complexity of computation.

## 4 Symbolic Implementation and Experimental Results

In this section, we explain the symbolic implementation of incremental verification. Experimental results show the benefits from the partitioned interactions in computing the invariants.

### 4.1 Boolean Representation

As shown in [7], interactions and connectors can be represented by boolean functions on the set of ports $P$. Boolean representations can facilitate the comparison between the connectors and their implementation.

$AC(P)$ can be bijectively mapped to the free boolean algebra $Bool[P]$ generated by $P$, which is shown in the following definition.

**Definition 15 (Boolean Representation for Connectors)** We define a mapping $\beta : AC(P) \rightarrow Bool[P]$ by setting:

$$\beta(p_1 \ldots p_k) = \bigwedge_{i=1}^{k} p_i \land \bigwedge_{j \notin [1,k]} p_j$$

for $\gamma_1, \gamma_2 \in AC(P)$, $p_1, \ldots, p_k \in P$, where, in the right-hand side, the elements of $P$ are considered to be boolean variables.

The mapping $\beta$ is an isomorphism between the set the interactions and the boolean algebra on $P$ [7]. Any boolean expression on $P$ defines a set of interactions. The interaction $p_1 \ldots p_k$ is possible if the expression is true for the valuation that makes true all the ports belonging to the interaction and makes false all the ports do not belong to the interaction. Each expression $\gamma \in AC(P)$ represents exactly the set of interactions corresponding to boolean valuations of $P$ satisfying $\beta(\gamma)$. With this mapping, other related concepts can also be given boolean representations, which are defined as follows.

1. The boolean function for the closure of the interactions is defined by

$$\beta_c(p_1 \ldots p_k) = \bigvee_{i=1}^{k} p_i \land \bigwedge_{j \notin [1,k]} \bar{p}_j$$

$$\beta_c(\gamma_1 + \gamma_2) = \beta_c(\gamma_1) \lor \beta_c(\gamma_2).$$

2. The boolean function for the forbidden interactions is defined by

$$\beta_f(p_1 \ldots p_k) = \beta_c(p_1 \ldots p_k) \land \beta_c(p_1 \ldots p_k) \land \beta_c(\gamma_1 + \gamma_2) = \beta_c(\gamma_1 + \gamma_2) \land \beta_c(\gamma_1) \land \beta_c(\gamma_2).$$

**Example 5** For the connector $\gamma = pqr + pq + q$, the boolean representations are: $\beta(\gamma) = p \land q \land r$, $\beta_f(\gamma) = ((p \lor q \lor r) \lor (p \lor q) \lor (q \land r) \land \bar{p} \land q \land r \land q \land p \land r).$

With these boolean representations, the boolean representation for the incremental construction with n-ary superposition is

$$\beta((\oplus_{i=1}^{n} \delta_i)\gamma) = \beta(\gamma) \land \bigwedge_{i=1}^{n} \beta_f(\delta_i) \lor \bigwedge_{i=1}^{n} (\beta(\delta_i) \land \bigwedge_{i \neq j} \beta_f(\delta_j))$$

(5)

As BBCs are boolean constraints, we have a fully symbolic representation of connectors and BBCs.
4.2 Experimental Results

We have implemented the incremental computation method in the D-Finder tool by using the CUDD package [21].

To compare the performance of incremental method with other verification methods, we take Gas Station and Dining Philosophers as benchmarks by increasing the scale of component-based systems, which cover deadlock and deadlock-free cases. The details of the two cases, together with their way of incremental verification, are shown in Appendix.

![Figure 4: The comparison between the incremental verification and global verification](image)

Figure 4 shows timing performance for deadlock-freedom verification of two scalable examples by using: incremental symbolic computation of BBC-invariants, global symbolic computation of BBC-invariants and verification by the NuSMV [10] model-checker. Incremental symbolic computation improves performance dramatically.

For Gas Station, D-Finder proves that it is deadlock-free. The verification time is a function of the number \( N \), where if \( N \) increases by one, 50 pumps and 500 customers are added. For Dining Philosophers, D-Finder detects the potential deadlocks. When the number of philosophers is odd, we can detect exactly one deadlock. However, we get two more false deadlocks when the number of philosophers is even. The time shown in the figure is the total consumption after obtaining all the potential deadlocks. Besides these two examples, we have applied incremental symbolic verification to industrial case studies. For instance, the verification of the NDD module in the Robot system [3] is completed within 5 minutes, while 3 hours are needed for global symbolic computation. Detailed results for case studies are available at [http://www-verimag.imag.fr/~thnguyen/tool](http://www-verimag.imag.fr/~thnguyen/tool).

5 Related Work

Many works have focused on deadlock detection. It is well known that model checking approaches suffer from state space explosion problem. Compositional verification is one of the ways to alleviate the state space explosion. However, within compositional verification methodologies, the main difficulties of assume-guarantee techniques are to find decompositions into sub-systems and choose adequate assumptions for a particular decomposition.

Some works such as [8, 14], apply machine learning during assume-guarantee reasoning to make the method complete, but the algorithms are complex [12].

The work based on split invariance [13] addresses the incompleteness problem by adding auxiliary variables in case of property violation. However, the premise of the work is that the conjunction of local assertions is an inductive invariant of the composite system, which is not always true in synchronous systems. And no explicit claims on the completeness of deadlock detection is mentioned.

The least fixpoint approximation method proposed in [18] computes the tighter upper bound of the reachable states locally, by repeated image computation of a set of boolean functions from some initial states. However, the decomposition of state space is an important issue to get the tighter approximation of reachable states. The structure of the system will influence the approximation and the iteration times.

A recent paper [20] proposes a compositional deadlock detection technique for a kind of concurrent language. The method composes tasks one by one explicitly to detect deadlocks. Both the time and memory consumption will increase greatly with the increasing number of tasks.
Earlier work in [5, 6] is primarily on global computation of boolean behavior constraints to obtain the global invariants. During the system construction, the invariants for every stage have to be re-computed to check the deadlock-freedom. The incremental method proposed in the paper is capable of reusing the available invariants, and computing the global invariants incrementally from its increments. As the approximation of the reachable state space, both methods are sound but not complete. If we obtain some potential deadlocks, we are not sure whether they are real deadlocks without checking their reachability.

During the incremental construction process, the feature of the incremental method is to compute invariants incrementally in a totally symbolic way. The computed invariants will not differ from different partition of connectors.

6 Conclusion

The paper studies a method for checking deadlock-freedom of a component-based system. The method takes advantage of properties of the construction process based on the assumption that composite components can be obtained from a set of atomic components by superposition of increments.

The method is an adaptation of a heuristic for computing invariants of component-based systems. Its implementation is fully symbolic. In addition to boolean behavioral constraints it also uses boolean representations for connectors, for their increments. The benchmarks obtained with D-Finder show significant performance improvements with respect to global verification.

The application of incremental verification methods to systems with data will require the use of abstractions for atomic components, following the same approach as in [5, 6]. Although our method is explained in the environment of BIP, it can be broadly applied to the verification of concurrent systems. The proposed view opens the way for step-wise and modular verification methodologies tightly coupled with system construction methodologies.

Currently, the deadlocks obtained from D-Finder are potential deadlocks. To remove these potential deadlocks, we should start from the potential deadlocks and find constraints to strengthen the global invariants. We plan to investigate this issue in the future.
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### A Examples

#### A.1 Gas Station

Gas Station [16] consists of an Operator with a computer, a set of pumps, and a set of customers. Each pump can be used by a fixed number of customers. The set of the atomic components involved in a system with \( n \) pumps and \( m \) customers for each pump is denoted by \( B[n, m] = \{ \text{Operator}, \{\text{pump}_i\}_{1 \leq i \leq n}, \{\text{customer}_{ij}\}_{1 \leq i \leq n, 1 \leq j \leq m} \} \).

Before using a pump, each customer has to prepay for the transaction. Then the customer uses the pump, collects his change and goes to a state from which he may start a new transaction.

Before being used by a customer, the pumps have to be activated by the Operator. When a pump is shut off, it can be re-activated for the next operation.

Figure 5 gives the model for Gas Station system for one pump and two customers. The Operator has two states and three ports. The transition labelled with `prepay` accepts a customer’s prepay and activates the pump for the customer. When a customer is served, the transition labelled with `finish` will synchronize
the pump and the customer. A pump has three states and three ports. Besides the synchronization between the Operator and customer through activate and finish ports, a pump and a customer are synchronized through start ports.

We abbreviate port names by using only their first three letters. The interactions for a system of $n$ pumps, each one used by $m$ customers, are $\gamma[n,m] = \sum_{i=1}^{n} (\sum_{j=1}^{m} (\text{pre}_{ai} \text{ pre}_{ij} + \text{sta}_{ai} \text{ sta}_{ij} + \text{fin}_{fin_{i}} \text{ fin}_{ij} + \text{cha cha}_{ij})).$ For instance, the interactions for customer$_1$ are $\text{pre}_{act_{1}} \text{ pre}_{11} + \text{sta}_{1} \text{ sta}_{11} + \text{fin}_{fin_{1}} \text{ fin}_{11} + \text{cha cha}_{11}$.

If we consider the two customers together, the initial connector is the set of ports in Figure 5, that is $\gamma_\perp = \text{pre + fin + cha + act + sta} + \text{pre}_{11} + \text{pre}_{12} + \text{sta}_{11} + \text{sta}_{12} + \text{fin}_{fin_{1}} + \text{cha cha}_{1} + \text{pre}_{12} + \text{sta}_{12} + \text{fin}_{fin_{12}} + \text{cha cha}_{12}$. Two increments $\delta_1, \delta_2 \subseteq 2\gamma_\perp$ are the set of interactions for the two customers to access to the pump and get the service, where

$$\delta_1 = \text{pre}_{act_{1}} \text{ pre}_{11} + \text{sta}_{1} \text{ sta}_{11} + \text{fin}_{fin_{1}} \text{ fin}_{11} + \text{cha cha}_{11}$$
$$\delta_2 = \text{pre}_{act_{1}} \text{ pre}_{12} + \text{sta}_{1} \text{ sta}_{12} + \text{fin}_{fin_{12}} + \text{cha cha}_{12}$$

As $\delta_1 \cap \delta_2 = \emptyset$ and $\delta_2 \cap \delta_1 = \emptyset$, we have $\gamma' = (\delta_1 \oplus \delta_2)\gamma_\perp = \text{pre}_{act_{1}} \text{ pre}_{11} + \text{sta}_{1} \text{ sta}_{11} + \text{fin}_{fin_{1}} \text{ fin}_{11} + \text{cha cha}_{11} + \text{pre}_{act_{1}} \text{ pre}_{12} + \text{sta}_{1} \text{ sta}_{12} + \text{fin}_{fin_{12}} + \text{cha cha}_{12}$.

The composite component is $\gamma'(B)$ where $\gamma' = (\delta_1 \oplus \delta_2)\gamma_\perp = \text{pre}_{act_{1}} \text{ pre}_{11} + \text{sta}_{1} \text{ sta}_{11} + \text{fin}_{fin_{1}} \text{ fin}_{11} + \text{cha cha}_{11} + \text{pre}_{act_{1}} \text{ pre}_{12} + \text{sta}_{1} \text{ sta}_{12} + \text{fin}_{fin_{12}} + \text{cha cha}_{12}$.

1. The BBC for interactions of $\delta_1$ (involving customer$_1$) are:

$$\text{pre}_{act_{1}} \text{ pre}_{11} : (l_{00} \Rightarrow l_{00} \lor l_{p1} \lor l_{c11}) \land (l_{p0} \Rightarrow l_{00} \lor l_{p1} \lor l_{c11}) \land (l_{c10} \Rightarrow l_{00} \lor l_{p1} \lor l_{c11})$$
$$\text{sta}_{1} \text{ sta}_{11} : (l_{p1} \Rightarrow l_{p2} \lor l_{c12}) \land (l_{e11} \Rightarrow l_{p2} \lor l_{c12})$$
$$\text{fin}_{fin_{1}} \text{ fin}_{11} : (l_{00} \Rightarrow l_{00} \lor l_{p0} \lor l_{c11}) \land (l_{p2} \Rightarrow l_{00} \lor l_{p0} \lor l_{c11}) \land (l_{e12} \Rightarrow l_{00} \lor l_{p0} \lor l_{c11})$$
$$\text{cha cha}_{11} : (l_{01} \Rightarrow l_{00} \lor l_{c10}) \land (l_{e13} \Rightarrow l_{00} \lor l_{c10})$$

2. The BBC for interactions of $\delta_2$ (involving customer$_2$) are:

$$\text{pre}_{act_{1}} \text{ pre}_{12} : (l_{00} \Rightarrow l_{00} \lor l_{p1} \lor l_{c21}) \land (l_{p0} \Rightarrow l_{00} \lor l_{p1} \lor l_{c21}) \land (l_{c20} \Rightarrow l_{00} \lor l_{p1} \lor l_{c21})$$
$$\text{sta}_{1} \text{ sta}_{12} : (l_{p1} \Rightarrow l_{p2} \lor l_{c22}) \land (l_{e11} \Rightarrow l_{p2} \lor l_{c22})$$
$$\text{fin}_{fin_{1}} \text{ fin}_{12} : (l_{00} \Rightarrow l_{00} \lor l_{p0} \lor l_{c13}) \land (l_{p2} \Rightarrow l_{00} \lor l_{p0} \lor l_{c13}) \land (l_{e12} \Rightarrow l_{00} \lor l_{p0} \lor l_{c13})$$
$$\text{cha cha}_{12} : (l_{01} \Rightarrow l_{00} \lor l_{c20}) \land (l_{e13} \Rightarrow l_{00} \lor l_{c20})$$

Because $\gamma_\perp - (\delta_1 + \delta_2) = \emptyset$, $\delta_1 \cap \delta_2 = \emptyset$ and $\delta_2 \cap \delta_1 = \emptyset$, we have $|\delta_1 \oplus \delta_2\gamma_\perp(B)| = |\delta_1\gamma_\perp(B)| \land |\delta_2\gamma_\perp(B)|$ where $|\delta_1\gamma_\perp(B)|$ and $|\delta_2\gamma_\perp(B)|$ are the BBCs above.

Figure 5: Sketch of Gas Station
shows the principle for incremental construction for Gas Station with

$$\gamma_\perp(B) \quad \gamma_\perp(B) \quad \gamma_\perp(B) \quad \gamma_\perp(B)$$

since there is no interference between the increments. Figure 6 shows the principle for incremental construction for Gas Station with $n_1 + n_2$ pumps and $m_1 + m_2$ customers for each pump. Since there is no interference between the increments $\delta_{ij}[n_i, m_j]$ for $1 \leq i, j \leq 2$, we have $|(\oplus_{i,j \in [1,2]} \delta_{ij}[n_i, m_j]) \gamma_\perp(B[n_1 + n_2, m_1 + m_2])|^p = (\bigwedge_{i,j \in [1,2]} |\delta_{ij}[n_i, m_j]|(B[n_1 + n_2, m_1 + m_2]))^p$.

Figure 6: Incremental construction of Gas Station

A.2 Dining Philosophers

Figure 7 shows the model for Dining Philosophers. Given $n$ philosophers and $n$ forks, the interactions are:

$$\gamma[n] = \sum_{i=1}^{n} (left_i \ use_i + right_i \ use_{(i \ mod \ n) +1} + finish_i \ free_i \ free_{(i \ mod \ n) +1})$$

These interactions can be obtained from the superposition of the following increments

$$\delta_{[1,m]} = \sum_{i=1}^{m} (left_i \ use_i + right_i \ use_{i+1} + finish_i \ free_i \ free_{i+1})$$
and

\[ \delta_{[m+1,n]} = \sum_{i=m+1}^{n} (left_i \ use_i + right_i \ use_{(i \mod n)+1} + \text{finish}_i \ free_i \ free_{(i \mod n)+1}) \]

where \( \delta_{[1,m]} \) are the interactions between the first \( m \) philosophers, and \( \delta_{[m+1,n]} \) are the interactions between the last \( m + 1 \) to \( n \) philosophers.

For example, the set of interactions for a system of 4 philosophers is the superposition of the increment \( \delta_{[1,2]} = left_1 \ use_1 + right_1 \ use_2 + \text{finish}_1 \ free_2 + left_2 \ use_2 + right_2 \ use_3 + \text{finish}_2 \ free_3 \ free_4 \) and the increment \( \delta_{[3,4]} = left_3 \ use_3 + right_3 \ use_4 + \text{finish}_3 \ free_4 \ free_4 \) and \( left_4 \ use_4 + right_4 \ use_1 + \text{finish}_4 \ free_4 \ free_1. \)