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Abstract— Assume-guarantee reasoning (AGR) is recog-  Assume-guarantee reasoning is a form of compositional
nized as a means to counter the state explosion problem proof, that analyzes a subsystem using assumptions about
in the verification of safety properties. We propose a novel the rest of the system. Provided a simplified model of

assume-guarantee rule for hybrid systems based on simulation h dul iqinal del i d with th
relations. This makes it possible to perform compositional rea- each module, one original model IS composed wi e

soning that is conservative in the sense of over-approximating est of the simplified system and its behavior verified.
the composed behaviors. The framework is formally based If the simplified model is a conservative abstraction, the

on hybrid input/output automata and their labeled transition  proof is sound. Otherwise additional conditions must emsur
system semantics. In contrast to previous approaches that ynat ng undetected violations can occur. Applications in
require global receptivity conditions, the C|rc.ular|ty |s.t.)roken literature rely on non-blocking between shared actions for
in our approach by a state-based nonblocking condition that - " )
can be checked in the course of computing the AGR simulation soundness. We present a sufficient condition based on sim-
relations. The proposed procedures for AGR are implemented ulation relations that makes no such restriction. While the
ina _computational tool, called PHAVer, fqr t.he class of I.inear resulting over-approximation can be prohibitively exieas
h_ybnd I/0 automata, and the approach is illustrated with a e.g., for general feed-back systems or systems with inputs
simple example. o . . : .

in differential equations, it can present a valuable sotuti
for sufficiently restricted classes of systems, e.g., feack
systems with bounded or sampled inputs.

Hybrid automata are widely used to model and analyze The hybrid 1/0O automaton (HIOA) model was first in-
continuous-discrete behavior occurring, e.g., in dibjital troduced by Lynch et al. [1] to model the input/output
controlled systems. Applications in verification are so fabehavior of hybrid systems. Our model is an extension of
limited in their scope because the computational complexithe hybrid automata in [2], which in its simplicity is more
increases exponentially with the number of variables anapt to our proofs. Compositional reasoning with simulation
components in the system, which is further worsened bielations has been first employed by Grumberg and Long
complex continuous dynamics. These problems can §8] for discrete systems. Assume-guarantee reasoning for
addressed by two approaches: abstraction and compositiohgbrid systems has been studied by Alur and Henzinger
reasoning. Abstraction refers to the use of conservative al. [4], [5], in which the condition for assume/guarantee
approximations with simpler dynamics, less variablesgiew rules to hold is that every module must tezeptive which
discrete states etc. Compositional reasoning exploits thequires that the module is not blocked byy possible
modular structure of a system and infers knowledge aboifiput. The receptiveness condition requires more effart fo
the composed system. To retain as much knowledge abaubdeling physical systems in the HIOA framework. An
the interaction between systems as possible, we use assume-guarantee rule using simulation relations has been
input/output-structure for hybrid systems. This allowsteis provided in [6], but it also requires receptiveness.
model phenomena like open inputs. The following section defines hybrid 1/0-automata and

On a formal basis, abstraction can be incorporated intheir labeled transition system semantics. Section Il in-
proofs and verified by establishingimulation relations troduces the notion of simulation relations, and Sect IV
that identify matching behavior between states of systemgresents our proof rule for assume-guarantee reasoning.
Since the continuous trajectories of two hybrid systemSection V illustrates the usefulness of the approach with
are impossible to compare without a finitary representaxperimental data. The proofs have been omitted for lack
tion, the behavior of a hybrid system is formally definecof space. They can be found in [7].
with a hybrid labeled transition system, i.e., by transitio
between states, with an associated action or time. Using
this state-based approach, compositional reasoning bescom
implementable if the behavior has a finite representation, Hybrid automata are a compact modeling paradigm for
e.g., based on polyhedra. However, the continuous pationtinuous-discrete behavior based on state-transigisn s
information is lost, which leads to an over-approximatiortems [8], [9], [2]. The I/O-automata model [1] imposes addi-
in the behavior when the labeled transition systems at@&nal structure on the model by declaring certain varigble
composed rather than hybrid automata. as inputs and outputs. In the following variation of this

I. INTRODUCTION

Il. HYBRID AUTOMATA AND HYBRID LABELED
TRANSITION SYSTEMS



model, an automaton has its own set of state variables, pu;,i=1,2}iff for i =1,2: a € Lab; A, RN i, or
to which other automata have access if they are declared o ¢ Lab; Al; =1 Ay = {(v, ") |v]vars; = V' varg, }-
as output variables. Input variables can change their valuee ((I1,12),v) € Init iff (I;,v]var,) € Init;, i = 1,2.
arbitrarily, in the sense of an “open” input. Since we aré\Ve usehybrid labeled transition system® provide the
interested in safety properties of the system, we use adhybsemantic basis for hybrid automata. They preserve most of
I/O-extension of the labeled transition system semantidbe structure of the hybrid automaton but abstract from the
from [2]. continuous activities and invariants:
Definition 2.1: Given a setVar of variables, a valuation  Definition 2.5: A hybrid labeled transition system
v : Var — R maps a real number to each variable. LetHLTS) L = (Loc, Varg, Vary, Varp, ¥, — 1, Init) consists
V' (Var) denote the set of valuations ovear. An activityis  of a finite setLoc of locations, finite disjoint set&ar;
afunctionf : R2% — V in C* and describes the change ofand Vars of variables, a setvar, C Varg of output
valuations over time. Ledct(Var) denote the set of activities variables, a set of labels, a transition relation-C Loc x
over Var. Let f + t be defined fort > 0 by (f +¢)(d) = V(Var) x ¥ x V(Var) x Loc and a set of initial states
f(d+1t),d € R=°. A setS of activities istime-invariantif  Init C Loc x V(Var), whereVar = Var; U Vars.
forall fe S,teR2": f+teS. HLTSs in composition interact, similarly to HIOA, by
Definition 2.2: A hybrid input/output-automatofHIOA)  synchronizing on common labels:
H = (Loc, Varg, Vary, Varp, Lab, —, Act Inv, Init) Definition 2.6: Given HLTSs L; = (Loc;,Varg;,Vary;,
consists of the following: Varp;,X;,—,lInit;), ¢ = 1,2, Varg; N Varss = (), their
« A finite setLoc of locations. parallel composition; || Lz is the hybrid labeled transition

« Finite and disjoint sets of state and input variablesSyStemsL = (Loc, x Lo, Vars; U Varss, (Varp U

Vars andVar;, and of output variable¥aro C Varg.  Varr2) \ (Vars; U Var52a)’ Varor U Varoz, ¥y U g, =1,
Let Var = Varg UVar,. The state space &y = Locx  Nit) with (i1, l2),0) =1 ((i3,1),0") iff o € %; and
V(Var), and(l,v) € Sy astate (i;v lvar,) =L, (50 lvar,) OF o ¢ % and l; = I,
« A finite setLab of labels, Ulvars;= V' lvarg;, for i = 1 andi = 2, and Init =

. A finite set of discrete transitions>C Loc x Lab x  {((l1,12),0)[(li; vlvar,) € Initi,i = 1,2} _
9V(Var)xV(Var) « Loc A transition (1, a, 1, I') €— is The behavior of a HIOA is defined by an associated HLTS,

called itstimed transition system
« A mapping Act : Loc — 2200 from locations to Definition 2.7: The timed transition systenTTS) of a
time-invariant sets of activities. HIOA H is the HLTS[H] = (Loc, Vars, Var, Varo, %,

« Amappingnv: Loc — 2"(Ve") from locations to sets — . INit) whereX = LabUR=° U e and

also written ag = 5 1.

of valuations. o (Lv) S () iff 1 255 U (v,0)) € po €
« A setlnit C Loc x V(Var) of initial states. Inv(l),v" € Inv(l") (discrete transitions),

Hybrid automata can be composed with a parallel com- « (1,v) LLH (I',o") iff 1 = I’ and there exists €
position operator, which enables the modular modeling of  Act(l), f(0) = v, f(t) = o/, andV¢/,0 < ¢/ < ¢ :
complex systems. For HIOA, a notion of compatability is  f(#') € Inv(l) (timed transitions),
needed: o (1,v) Sy (,0)iff =1, 0vars= V|vars, v,V €
Definition 2.3: HIOA H; = (Loc;,Varg;,Var;,Varp;, Invu(l) (environment transitions).
Lab;,—;, Act;,Inv;,Init;), ¢ = 1,2, arecompatibleif Vars;n The loss of information about the activities of the hybrid
Varg, = (), and Var;; N Varg; C Varg; for (i,j) € automaton entails that the composition operdtand the
{(1,2),(2,1)}. timed transition sytem operatdi] are not commutative.
The parallel composition operator determines how twdhis will be discussed in more detail in Sect. lll, when
automata interact. Changes in the continuous variables miise comparison of systems is formalized by the notion of
be matched in both, and a discrete transition can onlimulation relations. The following result is important to
change a variable if the automaton that has it as a statee discussion:
variable can match the change. An input variable disappearsProposition 2.1: For any hybrid automataH;, H,
in the composition with an automaton that has it as aand « € Lab, U Lab, U R2? U ¢ a transition
output variable. ((li,12),0) =g, o, ((4,15),0") in [Hy|[Hy] im-
Definition 2.4: Given compatible HIOAH; = (Loc;, plies a transition((l1,12),v) <pm,q ) ((14,1),v') in
Varg;, Vary;, Varp;, Lab;, —;, Act, Inv;, Init;), i = 1,2,  [Hy]|| [H2].
their parallel compositionH || H, is the HIOA H =  Asimple, but interesting, class of hybrid automatalarear
(Loc; x Loc, Vars; U Varss, (Varp; U Varps) \ (Vars; U hybrid automata[9], which can be described using linear
Vars,), Varp; UVarps, Laby ULab,, —, Act, Inv, Init) with  formulas. Their behavior can be computed exactly using
o fEACHly,ly) iff flyar€ Act(l),i=1,2, polyhedra:
o v EINV(ly,ly) iff v]yar, € Inv(l;), i = 1,2, and Definition 2.8: A linear HIOA is a HIOA in which

a,p

o (l1,12)—=(l1,15) with p={(v,v")[(var,, VIvar,) € « for all locations! € Loc, Act(l) is given by a linear



formula over the time derivatives of the state variableghe behavior ofP, in the sense of an over-approximation,

i.e., overVarg = {dz/dt|x € Varg}. if every initial state ofP finds a corresponding initial state
« for all locations! € Loc, Inv(l) is given by a linear of @ in the relation. This is denoted &3 < Q. Since the
formula overVar, behavior of a HIOA is given by its TTS, we define first

« for all transitions (I, a, u,l’) €—, p is given by a simulation for HLTSs. In the following, lef? and @) be
linear formula oveNaru Var', whereVar denotes the HLTS P = (Locp,Varsp,Var;p,Varop,Y p,— p,Initp) and
variables of the second element of a pairv’) € p.  Q = (Locg,Varsg,Varrg,Varog,Xq,—¢.lnitg). In order

We will illustrate our approach with the following simple for P to be comparable witly), it must have a subset of the
example: input, and the same output variables, and the same labels,

Example 2.1:Consider a tank level monitoring systemformally:

consisting of a tank with continuous outflow, a discrete Definition 3.1: P is comparablewith Q if ¥p = ¢,
inlet valve (modeled as part of the tank), and a controlleV ar; C Var;p andVarog = Varop. Hybrid automata
The tank is modeled as a linear HIOR;, shown in Fig. H, and H, are comparable if their TTSs are comparable.
1(a). Its inlet valve is operated by the controller via the Definition 3.2: Given HTLS P,Q, P comparable with
labelsopenand close The levelz of the tank changes at (), a relationR C Sp x Sg is asimulation relationif and
arater, <z < 71 _|f .the valve is open, gnd at a rfite ofonly if R C {(k,u,1,v)[ulvaroo= vIvaroo Aulvaro=
—7q < & < —r, if it is closed. The location “undefined” v]var,} and for all(p,q) € R,a € £p,p’ € Sp holds:
represents states that were excluded from the model, such

that unmodeled behavior can be detected with the transition ~ p % p’ = 3¢’ € Sg: (¢ > ¢ AW,d) € R). (1)
with label “error”. P; has the state and output variahle

and no input variable. The controller, modeled by the lineaf State ¢ simulatesa statep if there exists a simulation
HIOA P; in Fig. 1(b), is triggered by the timet everys  relation R with (p,q) € R, written asp < ¢. Q simulates
seconds to check the level of the tank, and instantly decidés written asP =< @, if and only if for all (k,u) € Initp
whether to open the valve, close it or do nothing, after whictkhere exists &l,v) € Initq such that(k,u) =< (I,v). For

it returns to the idle stateP, has the input variable, the any HIOA H,, Hy, let Hy = Hy if [H;] < [Ha].

state variablel and no output variable. Example 3.1:Consider the tank level monitoring system
from Ex. 2.1. The goal of the verification is to show that the
tank level stays within the limits,, < x < ), and that the
model remains within the modeling bounds, i.e., produces
no “error’-transitions. This invariant can be specifiedhwit
the linear HIOA @Q shown in Fig. 2. Self-loops allow the
undefined labels 7, “open” and “close” at any time, while the label
“error” never occurs@ has the state and output variable
and no input variables.

Fig. 2. Specificatior) of the composed system

close
T > Th

In order for the simulation concept to be applied in a
compositional analysis, it must allow inference about the
behavior of comparable automata, and hold under different
contexts, i.e., when composed with other automata. For
HLTS, this is always the case, which is formally expressed
as follows:

Proposition 3.1: Simulation of HLTSs is a precongru-
ence with respect to parallel composition, i.e., reflexive,
transitive and invariant under parallel compositiaf: <

[1l. SIMULATION OF HYBRID AUTOMATA Q= P||S=Q|S.

A simulation relation between automakaand(Q relates Simulation for HIOA, on the other hand, is not invariant
states inP to all the states of) that show the same, or under composition. It retains the remaining properties:
more, behavior. The automatdp is considered to contain ~ Corollary 3.1: Simulation for HIOA is a preorder.

checking
d=1
d=0

(b) Controller P,

Fig. 1. Tank level monitoring system



procedure GetSimRel

Input: Hybrid Labeled Transition Syster, Q, another, yielding a triangular structure:
optionally initial relationR® C Sp x Sq,
Output: a simulation relation? [[]]jl]] f [@:]
it R° undefined, R” := Sp x Sq [@uI[7] = [@1]1Q:] @
R:= R® N {(k,u, 1, 0)[ulVaroo= vlvarog A PP, 2Q1]| Qo
while there exist (k, I wvarig= vlvario} The proof is straightforward using the precongruence prop-
with R(k,1) N B(k,1) # 0 do erties of simulation[P,] < [Q:] implies [P1] || [P:] =<

R(k,1) := R(k,1) N ~B(k,1) [Qi]||[P.] due to the invariance of the simulation of

end while HLTS under composition. With transitivity it follows from

Fig. 3. Semi-algorithm for computing a simulation relation [[Ql]] ||[[P2]] = [[Ql H QZ]] that [[Plﬂ || HPZ]] = [[Ql || .Q2]]!
and with Prop. 3.2 follows the conclusion. While in cases

with continuous input the application of Prop. 3.2 can lead
Intuitively, a HLTS only carries information about which to gross over-approximation, it does enable the proof for
states can transition to which, and whether by time elapse 8me interesting examples and applications.
by a discrete transition, but not about the trajectoriesriak ~ Circular assume-guarantee reasonirgglditionally uses
to get there. Consequently, the composition of two time&: to restrict the behavior oP; in the analysis. It is only
transition systems of hybrid automata with shared varsmblesound if additional conditions, in the following called A/G
is an over-approximation of the behavior of the composegonditions, ensure thap; and @, don’t block transitions
hybrid automata because non-matching trajectories in ttie their composition that are enabled for the composition of
systems can be paired. The compositional reasoning in td& and P». The basic structure is:
following section will make use of this over-approximatjon
formally expressed by the following proposition, which [P]]][Q] = [Q1]]Qa]
follows directly from Prop. 2.1, and the definition of TTSs: [Qu11122] = [Q1]]Q]
" i A/G conditions

Proposition 3.2: [H || Hz] < [H1] || [H2].

A simulation relation R between HLTSsP and ) can P[P 2 Q1| Q2

be obtained with a fixpoint computation, in which the gy0h16 4 1:Consider the tank level monitoring system
sFateg that wolqte (1) are succe;swely removed. The setfp(gm Ex. 2.1. To verify the global specificatio® from
violating states in a pair of locatior#, /) € Locp x Locq  Fig. 2 using assume-guarantee reasoning, specificafions
is given by a set of valuations: are created manually for each subsystem. It is then checked
a . ;o that their composition guarante€g, i.e., thatQ:||Qs =
B(k,1) = {(u, 0)|(k,u) = (K, u") AR, 0") : Q. The specification; for the tank, see Fig. !(a), is a
[(L,v) = (U, 0") A (K o/ U',0") € RI}. (2)  simplified version ofP;. The inflow and outflow rate are
over-approximated and the invariants as well as the logatio
“undefined” are omitted. The essential information that
R(k,1) := R(k,1) N ~B(k,1). (3) 9uarantees the functioning of the controller within the A/G
reasoning is that the level rises after opening of the valve,
The relation can be initialized with the product of theand falls after closing. The label “error” is ibabg, , but is
set of reachable states. Depending on the system, this agver allowed(); has the state and output variahleand
tremendously speed up or slow down the convergence [1(o input variables. The specificati@p, for the controller,
A simple semi-algorithm to compute simulation relationshown in Fig. 4(b), is simply that it somehow guarantees
is shown in Fig. 3. For a more detailed discussion ofhe invariant. It differs from@ only in that its alphabet
simulation relations for hybrid automata, see [10], andenordoes not contain “error’(), has no state variable, and
advanced algorithms for computing simulation relations cathe input variablez. Note thatQ, represents the function
be found, e.g., in [11]. of the controller, and has virtually nothing to do with the
controller implementatior,. This allows to abstract from
implementation details such as the timérlt also means
Assume-guarantee reasoning aims at deducing the Wbat the specification doesn’t have to be reinvented if the
havior of a composed system from an analysis of parts dfhplementation changes. Note that neitldgr nor Q. are
the system under assumptions about the rest of the systetanservative over-approximations 8§ and P.
Consider a system consisting of HIOR = P, || P, with  The A/G-condition is given by the following theorem:
a specification@ = Q|| Q2. The goal is to show that Theorem 4.1 (A/G-simulation)Consider HIOA Py, P,
Py || P» < Q1] Q2, which by definition is equal to showing Q1, Q2, P; comparable taQ;, for which
that [P || P.] =< [@Q1 || Q2] for their TTSs.
Non-circular assume-guarantee reasoniogcurs if the [A]11[Q-] [Q:1]Q2] and (6)
abstraction of one automaton serves as the guarantee to [Q:] 11 [P:] Q1] Q2] ()

®)

Then R is the largest fixpoint of the operator

IV. ASSUMEGUARANTEE REASONING

=
=



filling
0<z<T7;
open

open

close
Y

close
draining
-7 <& <0

(a) Tank spec@;

(b) Controller specQ2

Fig. 4. Modular specifications for A/G-reasoning

If there exist simulation relation$; for (6) and R, for
(7) such that for al((k1, k2, ), (11,12, 2)) for which there
exist (ll, 21), (lg, 2’2) with ((k’“ lj, yi)7 (l“ lj, 21» S Ri, and
all « € ¥p, N Xp, holds
(k1, ko, ) Spp, (K1 Ky, 2') = [30,1,2
(li’ ZLQJ g>Qi (liv Z/lQi) A Z/leﬂQi: I/leﬂQi] (8)

a simulation relation fo?; || P, < Q1 || Q2 is given by

R= {((kla k27x)a (11712;2))‘3111'7[3';2]' : ((kivljayi)v

procedure CheckAGSimulation
Input: hybrid automataP;, P, Q1, Q2
Output: A/G-simulation relationsR;, R2

RY := GetSimRe[[P1] || [Q2], [Q1 || Q2])
R3 := GetSImMRE[[P2] || [Q1], [Q1 || Q2])
for (i,7) € {(1,2),(2, )}
Dg; = {(Qi:Qj,O‘MaEZPlﬂ Xpy, A apwpé :
((pi @), (@1,42)) € RY Api = pf
ANagi S @ AP 2 > ga )
if Dgr, N Drg, #@
for (4,5) € {(1,2),(2,1)}:
R; = RI\{((pi, @), (q1,42))|3p} : pi = PiA
(q17q27a) € DR]‘}
Ry := GetSImRE[P1] || [Q=], [Q1 || Q=], R1)
Ry := GetSImRE[[ P, ] || [Q1], [Q1 || Q=], R2)

else
for i =1,2: R; := R?
end if
Fig. 5. Algorithm for checking assume-guarantee simulatibrabeled

transition systems with composite checking®f and Rs.

ment ((pi, ¢;), (q1,g2)) of R; is removed ifp;, = p. A
(q1,q2, @) € Dg,. An algorithm is shown in Fig. 5.

Note that there is a choice whether to remove a state
from Ry or R,. Therefore the order of determining g,
and trimming matters, and other solutions than the one in
Fig.5 are possible. To finalize the A/G-proof, it must be

Note thatR not necessarily contains the initial states. Thghown that all the initial states d? || P, have a matching

A/G-condition is trivially fulfilled if for every label in

initial state ofQ1]|Q2 in R. Let R, be defined for(i, j) €

Labg, N Labg, either@; or Q2 is non-blocking, and that {(1,2),(2,1)} as

in each location o), ||Q- either always allows an arbitrary

time elapse.

The A/G-condition (8) looks similar to the requirement of
simulation (1) for the composed automata, but differs in two

important points: Firstly, the target states are not reglito

R; = {((kzvu])7 (1171272))|E|ij721 : ((k’mljvy’b)a
(lia l]a 21)) S Rl; Zlle ’éllle’Zlez ylle}

It must be shown that for allky, k2, z), (k1,2 |p,) €

lie within the relation, so there is no fixpoint computationz,is ., = (k. z | p,) € Initp, there existsl;, s, 1;, 2; such
. . . . 17 ) 2 2 1 Iy )
necessary. Secondly, it is only required that either one @fiat:

@1 or Q2 has a corresponding transition.

Checking for A/G-simulation consists of the construction

of simulation relationsR; and R, for which the A/G-

condition holds. A simple procedure is to remove potentiall

violating states from candidate relatioR§ and 9. The re-

o ((Kisljy i), Ly, 20)) € R,

e yilp,=1lp,,

o yilQ;= Zilq; vilg, € Initg;,
o Zilo, € Initg,.

sulting trimmed relations?, and R, must (again) be turned In a formulation using?; and i; this means that for all

into simulation relations?, and R by a fixpoint compu-

(k17k27$), (kl,.’L'lpl) S Initpl, (kg,xlpz) S Initp2 there

tation. As the trimming is done as on over-approximatior@Xists (1, b, 2), (l1,z1q,) € Initg,, (I, zlq,) € Initq,
the candidate relations should be as small as possible, a#i¢eh that((k;, zlp,), (l1,12,2)) € R; for i =1,2.

are therefore initialized as simulation relations.
The sets of critical labels and statesfn that could vio-
late the A/G-conditions are given fé#, j) € {(1,2),(2,1)}

by:
DRi = {(QianaaHa € EP1 N ZPz/\
i, 0 - ((Pi, 45), (q1,42)) € Rl
pi =P AP S APy e > by (9)
It is a sufficient condition for A/G-simulation thabg, N
Dg, = 0.

Circular A/G-reasoning is only a sufficient condition with
respect to the containment of the initial states. There are
cases in which?; and R, exist, but no simulation relation
can be constructed fromR; and R, that contains the initial
states appropriately, even though a gloi#l exists and
PlHPQ = Q1||Q2 holds.

A sufficient condition for the containment is that for all
(kh ZZayl) with (klvyllPl) € Initpl vA(l27y1lQ2) € Inith
and (l1,v1) € Initg, there exists(ls, 21) with 2 |g,=
(2 such that((kl,lg,yl), (11752,21)) € Ri. A symmetric

If there are such violating states, an eleargument is also valid foR,.



Example 4.2:Consider the level monitoring system andby the fact that shared variables make it often impossible to
its specifications given in Ex. 4.1. Let the parameters bededuct properties or validate an abstraction of a subsystem
Tover = 200, 2, = 20, xpr = 180, 2; = 30, x;, = 176, on its own, without any assumptions about its inputs. The
r;,=2,7=>51r,=1,7,=3,d=1. For an initial set of proposed approach provides a way to include such assump-
states40 < z < 160, d = 0, the verification is successful. tions at the cost of neglecting the interacting continuous
The sets of critical state®r, andDp, are empty, and every dynamics. While it usually results in an over-approximation
initial state inP;|| P> finds a match in the initial states of it is in many applications sufficient for showing relevant
Q1]|1Q2. properties. Experimental results from an implementation
of A/G-reasoning for linear hybrid automata show a clear
advantage over non-compositional methods when large sub-

The semi-algorithms for checking simulation and A/G-systems are combined. Compositional simulation check-
simulation were implemented in C++ as part of a tool foing was integrated in the verification tool PHAVer, which
verifying linear hybrid automata called PHAVer, of whichis available for download aft t p://ww. cs. ru. nl/
an earlier version was presented in [10]. For operationsgor anf/. We are currently evaluating the effectiveness
on convex polyhedra it uses titarma Polyhedra Library of this approach for examples of increasing complexity. On
(PPL) by Roberto Bagnara et al. [12], which employs exaghe theoretical side, we are investigating classes of 1/O-
arithmetic with unlimited digits. automata for which timed transition systems are an exact

An extended version of the level monitoring system wagompositional representation with respect to simulation.
used as a benchmark. The tank model was parameterized

by introducing ny intermediate locations for filling and
draining with varying dynamics. The controller was ex- [1]
tended byno intermediate idle locations, and a min. and 2l
max. sampling time. Table | show the results for an Intel
Pentium 4M with 1.9GHz, 768MB RAM. With increasing

n = nr = ne (note that the other parameters change also}3!
the A/G-reasoning (A/G-Sim.) shows a clear advantage over
simulation checking of the composed system (Sim.), and4]
even over a convex-hull reachability analysis (Reach.js Th
correlates with the size of the simulation relatiof3] for

the composed analysis and |R;| = |R1| + | Rz| for AIG-  [5]
reasoning, each measured in the number of locations. Note
that most of the time in the non-compositional analysis
is spent in the composition of the system. However, for
n = 80, the entire A/G-analysis takes less time than everl
the net analysis time of the reachability algorithm.

V. EXPERIMENTAL RESULTS
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